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FOREWORD 

During the year 2024, the CRESCO high performance computing clusters have provided 122 million 
hours of “core” computing time, at a high availability rate, to about 200 users, supporting ENEA research 
and development activities in many relevant scientific and technological domains. In the framework of 
joint programs with ENEA researchers and technologists, computational services have been provided 
also to academic and industrial communities. In this use of the CRESCO clusters, Cresco7 and 
XCRESCO are not included, as they are still in a pre-production phase with usage monitoring not yet 
available. This report, the sixteenth of a series started in 2008, is a collection of 30 papers illustrating 
the main results obtained during 2024 using the CRESCO/ENEAGRID HPC facilities. The significant 
number of contributions proves the importance of the HPC facilities in ENEA for the research 
community. The topics cover various fields of research, such as materials science applied to energy 
research such as renewable sources and battery technologies, efficient combustion, climate research, 
nuclear technologies, molecular dynamic, artificial intelligence applied to cultural and software 
heritage. The report shows the wide spectrum of applications of high-performance computing, which 
has become an all-round enabling technology for science and engineering. Since 2008, the main ENEA 
computational resources are located near Naples, in Portici Research Centre. This is a result of the 
CRESCO Project (Computational Centre for Research on Complex Systems), co-funded, in the 
framework of the 2001-2006 PON (European Regional Development Funds Program), by the Italian 
Ministry of Education, University and Research (MIUR).The CRESCO Project provided the financial 
resources to set up the first HPC x86_64 Linux cluster in ENEA; a major computing installation for both 
the Italian and the International context: it ranked 126 in the HPC Top 500 June 2008 world list, with 17.1 
Tflops and 2504 cpu cores. It was later decided to keep CRESCO as the name for all the Linux clusters 
in the ENEAGRID infrastructure, which integrates all ENEA scientific computing systems, and is 
currently distributed in six Italian sites. CRESCO computing resources were later upgraded in the 
framework of PON 2007-2013 with the project TEDAT and the cluster CRESCO4, 100 Tflops computing 
power. In 2020 the ENEAGRID computational resources consist of 25000 computing cores and a raw 
data storage of about 5 PB. 

In 2015 ENEA and CINECA, the main HPC institution in Italy, signed a collaboration agreement to 
promote joint activities and projects in HPC. In this framework, CINECA and ENEA are providing HPC 
services for the nuclear fusion researcher community until 2023. In this framework, the new system  
MARCONI-FUSION started the operations in July 2016 with 1 Pflops computation power and they have 
been extended until 2029 with PITAGORA that has a power peak of 14 PFlops of conventional processors 
AMD Turin and 20 PFlops of accelerated GPU NVIDIA H100. The extension of the HPC services for 
EUROfusion has allowed to deploy new HPC systems in Portici: CRESCO7 and in Frascati: XCRESCO 
started in operation in 2023. 

The ENEA-CINECA agreement was the key basis for ENEA HPC developments in the past. The CRESCO6 
cluster has been installed in 2018 and its own 1.4 PFlops peak computing power, ranked 420th in 
November 2018 Top500 list. CRESCO6 has been a challenge in HPC co-design system thanks to 
implement a multi-fabric network able for working InfiniBand and Omni-Path on a single GPFS cluster 
using the same storage systems of CRESCO data centre. Within the framework of the NextGeneration 
EU funding plan the new ENEA Tier-0, CRESCO8 supercomputer has been deployed in 2024 to support 
the plasma physics modelling and new materials research relevant for nuclear fusion 
reactors.CRESCO8 supercomputer is essentially based on LENOVO technological solutions that 
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provides an aggregated peak performance of 9 PFlops for the compute partitions based on conventional 
CPUs and accelerated GPUs, with 6 PFlops of peak performance delivered by the CPU-only partition.  

The new cluster brings Lenovo Neptune, a direct liquid cooling technology, to ENEA for the first time. 
Direct liquid cooling is more efficient than air cooling and helps to reduce energy use while supporting 
the Cresco8 HPC that has a 700kW of electrical power consuming. A Vertiv dry cooler of 1 MW with inlet 
temperature of 45 °C guarantee a Power Usage Effectiveness (PUE) of 1.045. 

CRESCO8 provides the high-performance, scalable platform needed for advanced DTT plasma 
modelling, showing excellent strong and weak scaling with fusion-relevant codes and supporting 
reliable, production-level simulations. 

CRESCO’s strong results highlight the crucial role of HPC in supporting ENEA’s scientific work and 
collaborations, and the ongoing infrastructure upgrades will help maintain this role in the coming 
years. 

Department of Energy Technologies and Renewable Energy, Division for the Development of 
Information and Communication Technology Systems - CRESCO Team
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CRESCO8: THE NEW ENEA HPC FACILITY FOR NUCLEAR FUSION RESEARCH 

Francesco Iannone* and CRESCO team: 
L.Acampora, D.Alderuccio, F.Ambrosino, G.Baldassarre, T.Bastianelli, G.Bracco, L.Bucci, F.Buonocore,
M.Caiazzo, B.Calosso, G.Cannataro, M.Caporicci, G.Caretto, M.Casa, G.Cascone, M.Catillo, M.Celino,
M.Chinnici, R.Clemente, D. De Chiara, M.De Rosa, D.Di Mattia, S.D’Onofrio, M.Faltelli, G.Ferro, M.Fois,
N.Fonso, M.Fratarcangeli, A.Funel, F.Genovesi, S.Giusepponi, G.Guarnieri, M.Gusso, W.Lusani,
M.Marano, S.Marchio, A.Mariano, M.Mongelli, P.Palazzari, F.Palombi, F.Pascarella, S.Pecoraro,
S.Pierattini, G.Ponti, E.Rossi, G.Santomauro, A.Scalise, F.Simoni, M.Steffè.

Energy Technologies & Renewable Sources Department - Information Communication Technologies, 
Lungotevere Thaon di Revel, 76, 00196 Rome Italy  

* Corresponding author. E-mail: francesco.iannone@enea.it

ABSTRACT.  The CRESCO8 supercomputing facility at ENEA represents a 
strategic national infrastructure supporting advanced research in 
nuclear fusion. Designed to deliver high computational throughput and 
scalable performance, CRESCO8 enables large-scale simulations, data 
analysis, and multi-physics modelling essential for next-generation 
fusion experiments. In particular, the system plays a crucial role in 
supporting the Divertor Tokamak Test (DTT) facility in Frascati, providing 
the computational backbone required to study plasma behavior, 
optimize divertor configurations, and assess power exhaust solutions 
under reactor-relevant conditions. Through its integration of high-
performance computing resources, tailored software environments, 
and dedicated user support, CRESCO8 accelerates scientific discovery 
and engineering innovation for the Italian and international fusion 
community. This article presents the architecture, operational model, 
and key workflows enabled by CRESCO8, highlighting its pivotal 
contribution to the DTT program and to fusion research at large. 

Introduction 
The Cresco project [1],[2] launched in 2008, marked the beginning of ENEA's journey into High-
Performance Computing (HPC) systems, utilizing an architecture based on multicore and 
multiprocessor nodes connected by low-latency, high-bandwidth networks. This architectural 
approach has been consistently maintained across various stages of scaling ENEA’s HPC systems, with 
advancements closely aligned with the evolution of CPU technology. As a result of this strategic growth, 
a robust user community, both within ENEA and externally, has steadily expanded, leading to a 
significant increase in the demand for computing time. Figure 1(a) illustrates the growth in millions of 
core-hours over approximately a decade, beginning in 2008 with the first HPC systems, Cresco1-2, 
which delivered a peak performance of 25 Tflops. This was followed by the installation of Cresco4 in 
2015, achieving a peak power of 100 Tflops, and later, Cresco6, which reached a peak of 1.4 Pflops in 
2018. In Figure 1(b), the same upward trend is shown for Cresco usage, divided between internal ENEA 
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users and external users. By 2024, the utilization of Cresco HPC systems reached around 122 million 
core-hours. 

(a) (b) 

Fig.1: (a) CRESCO usage since 2008; (b) CRESCO usage since 2008 break down in ENEA internal and External 
Users. 

To complete the statistics of the Cresco6 operations in 2024, the figure 2(a) shows the availabilities of TIER0 
Cresco6 in 2020, in 2023 and 2024 respectively 97.7, 88.3 % and as annual mean, whilst the figure 2(b) shows 
the wait main time of the jobs in the TIER0 Cresco6 queues respectively in 2020, 2023 and 2024. 

(a) (b) 

Fig.2: (a) CRESCO6 availability in 2020, 2023 and 2024; (b) CRESCO6 mean waiting time in the queues in 2020 and 
2023. 

The Fig. 2(a) illustrates the monthly mean availability of the TIER0 Cresco6 HPC cluster over a three-year 
period, comparing data from 2020, 2023 and 2024. The metric of interest is the percentage of time the 
HPC system was operational and available for computational tasks. In 2020, the availability was notably 
high, maintaining an operational status for approximately 98% as yearly mean. This high level of 
availability reflects the system's relative newness, with minimal hardware-related failures and 
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downtime. Routine maintenance and software updates were the primary causes of any observed 
interruptions. 

By 2023, however, a marked decline in availability is evident, with the system operational for only 88% 
as yearly mean. This reduction, continued in 2024 with an availability of 86.7%, can be attributed to the 
aging hardware, which has increasingly led to unplanned outages due to component failures, decreased 
system efficiency, and longer repair times. As infrastructure ages, the risk of hardware degradation and 
failure increases, contributing to extended downtimes and reduced reliability. Additionally, the 
increasing complexity of managing aging systems may have further compounded this decrease in 
availability. The data underscores the critical impact that hardware aging can have on the reliability and 
performance of HPC infrastructures, emphasizing the need for timely upgrades and maintenance 
strategies to mitigate availability loss over time. 

The Fig.2(b) presents the monthly average queue waiting times in the Cresco6 HPC cluster for the years 
2020, 2023 and 2024. The data reveals a significant increase in the waiting times over this three-year 
period, pointing to changes in system usage and resource availability. In 2020, the average waiting times 
in the queue remained relatively low, with most months recording monthly mean waiting times under 3 
hours. This reflects a balanced system load, where computational demand was well-aligned with 
available resources. The system's hardware was still operating efficiently, and maintenance was 
adequately managed, ensuring optimal performance and minimal delays. However, by 2023, a clear 
upward trend in queues waiting times is observed, with averages reaching as high 24 hours in some 
months of 2023 and 27 hours in some months of 2024. This substantial increase is attributed to two 
primary factors. First, there was a notable rise in computational workload, driven by increased demand 
from users, which exceeded the system's capacity to efficiently distribute jobs. Second, the reduced 
availability of computational resources due to aging hardware significantly impacted the system’s 
performance. The degradation of hardware components, coupled with the absence of a proper 
maintenance service, led to more frequent downtimes and slower recovery times, further exacerbating 
the backlog of queued jobs. This combination of higher demand and lower resource availability 
illustrates the critical challenges faced by HPC infrastructures as they age, especially when 
maintenance is not adequately sustained. The graph highlights the importance of both capacity 
planning and timely hardware upgrades to ensure the continued efficiency of HPC resources.  

The two new HPC clusters: CRESCO7 and XCRESCO, installed in 2023, are still in a pre-production 
phase and the availability and usage data are not available yet. 

New Tier-0 ENEA CRESCO8 
Within the framework of the NextGeneration EU funding plan a new ENEA supercomputer has been 
deployed in 2024 to support the plasma physics modelling and new materials research relevant for 
nuclear fusion reactors. The new ENEA supercomputer, CRESCO8 (Fig.3), shall provide HPC resources 
for DTT, Divertor Tokamak Test facility: a fusion experiment under construction at the Frascati ENEA 
Research Center. 
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Fig.3: New Tier-0 ENEA CRESCO8 

 

CRESCO8 supercomputer is essentially based on LENOVO technological solutions that provides an 
aggregated peak performance of 9 PFlops for the compute partitions based on conventional CPUs and 
accelerated GPUs, with 6 PFlops of peak performance delivered by the CPU-only partition. 

Furthermore it integrates a high-performance storage system with a raw capacity of no less than 10 
PBytes and I/O performance exceeding 50 GBytes/s, and a high-performance interconnect network 
based on Infiniband NDR 200 Gbps technology, with a sufficient number of switches to interconnect 
880 nodes/servers in a 2:1 blocking fat-tree topology. Finally, for the management network is composed 
of a sufficient number of Ethernet switches with 1 Gbps ports and 10 Gbps uplinks, while for the cluster 
network is composed of  Ethernet switches with 25 Gbps ports and 40 Gbps uplinks, to be connected 
to the ENEA central hub. CRESCO8 is a X86_64 CPU architecture based on 5th Gen Intel® Xeon® 
Platinum 8592+ processors, with built-in accelerators including Intel® Advanced Vector Extensions 512 
(Intel® AVX-512) and Intel® Advanced Matrix Extensions (Intel® AMX). For acceleration, ENEA is 
deploying 30 additional 5th Gen Intel® Xeon® Platinum 8592+ processors with 60 Intel® Data Center GPU 
Max 1550 accelerators attached. The cluster also includes 32 Intel® Xeon® Max 9480 processors with 
high-bandwidth memory (HBM) for bandwidth-constrained workloads. OneAPI enables researchers to 
run the same application code across the heterogeneous architecture, spanning CPUs, CPUs with HBM, 
and GPUs.  The operative environments are based on Redhat 9 as operating, Kerberos/Openafs as 
Single-Sign-On and network filesystem, Slurm as resource management system and 10 PBytes of 
DDN/Lustre ES400NVX2 as high performance parallel filesystem with a throughput of 50 GB/s. The three 
partitions are described in the Tab. 1. 

Partition #nodes CPU Memory Network 
 Lenovo EMR 758 2x Intel 8592+ Emerald Rapids  

(64c @1.9GHz) 
 16x 32GB  

(DIMM @5600MHz) 
nVidia NDR400 

SharedIO 
Lenovo SPR 

HBM 
 16 2x CPU Intel Max 9480 

(56c @1.9GHz) 
2x 64GB HBM 

16x 64GB 
(DIMM @4800MHz) 

nVidia NDR400 
SharedIO 

Lenovo PVC 15 2x Intel 8592+ Emerald Rapids  (64c 
@1.9GHz) 

+ 
4x Intel Max 1550 

16 x 32GB  
(DIMM @5600 MHz) 

 

nVidia NDR400 
SharedIO 

Tab.1: CRESCO8 hardware partitions. 

For the Cresco8 HPC cluster, ENEA chose a solution proposed by Lenovo. The new cluster brings Lenovo 
Neptune, a direct liquid cooling technology, to ENEA for the first time. Direct liquid cooling is more 
efficient than air cooling and helps to reduce energy use while supporting the Cresco8 HPC that has a 
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700kW of electrical power consuming. A Vertiv dry cooler of 1 MW with inlet temperature of 45 °C 
guarantee a Power Usage Effectiveness (PUE) of 1.045. 

ENEA carried out testing using several of its application benchmarks, measuring the performance of the 
latest generation CPU against ENEA’s CRESCO6 and XCRESCO. The results showed in Tab.2, provide 
performance accelerations of up to 8x with the same number of nodes. 

Scientific Application 
(EMR) 

#nodes CRESCO6 
Time to solution 

[sec.] 

CRESCO8 
Time to solution 

[sec.] 

Boost 

QE 16 3186.95 376.4 Up to 8x 
GROMACS 16 1659.224 264.9 Up to 6x 

ANSYS FLUENT 4 379 87 Up to 4x 
OPENFOAM 16 193.06 72.2 Up to 2x 

LAMMPS 16 1160 255.9 Up to 4x 
Scientific Application 

(PVC) 
#nodes XCRESCO 

Time to solution 
[sec.] 

CRESCO8 
Time to solution 

[sec.] 

Boost 

CP2K 8 26818 1892.2 > 14x 
LAMMPS 8 5316 128 > 41x 

Tab.2: CRESCO8 benchmark results 

DTT software suite 
The CRESCO8 high-performance computing (HPC) system hosts a comprehensive software suite 
designed to support advanced numerical modeling, data analysis, and visualization activities in the field 
of nuclear fusion research. The installed and configured environment integrates the software stack 
required for both experimental data interpretation and numerical simulation workflows associated with 
ITER, DTT (Divertor Tokamak Test facility), and the broader EU fusion research community. The installed 
software includes: 

- Intel OneApi and MPI libraries for distributed and hybrid parallelization.  
- Plasma physics codes for kinetic, fluid, and hybrid modelling (e.g., GENE, ORB5, GYSELA, 

WARPX and STARWALL). 
- Data processing and machine learning frameworks (IMAS, Python, NumPy, SciPy, TensorFlow, 

PyTorch) tailored for large-scale diagnostic data analysis from fusion experiments. 
- Visualization and post-processing tools (Paraview, VisIt, Matplotlib) for 3D field and particle data 

inspection. 
- Scientific workflow and environment management tools (Kepler, Singularity, Spack, SLURM, 

HDF5, NetCDF). 
The configuration ensures full compatibility with existing fusion community workflows, including ITER 
Integrated Modelling & Analysis Suite (IMAS) [3] standards, enabling interoperability with external data 
repositories and experimental diagnostics. 

Overall, the CRESCO8 software environment provides a robust, scalable, and reproducible 
computational ecosystem designed to advance simulation-based research and data-driven analysis in 
support of ongoing and future magnetic confinement fusion experiments. 

 

IMAS: Integrating Modelling Analysis Suite 
CRESCO8 provides a fully configured installation of the Integrated Modelling & Analysis Suite (IMAS), 
the standardized data and software framework developed for ITER and adopted by EUROfusion. The 
IMAS, installed on CRESCO8, offers a unified data model and a set of APIs enabling seamless access, 
manipulation, and storage of experimental and simulation data. The installation includes: 

- IMAS Core Framework and Data Dictionary (standard ITER schema); 
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- Data Access Layer (DAL) supporting MDSplus and HDF5 backends;  
- Python, C/C++, and Fortran interfaces for integration with existing simulation codes; 

 

Fusion Data Management Tools 
To ensure compatibility and data exchange within the European fusion community, the following tools 
are also deployed: 

- MDSplus for experimental data acquisition and hierarchical data storage; 
- HDF5 and NetCDF for structured numerical output and interoperability; 
- Data staging and transfer tools optimized for parallel I/O and remote access through the 

CRESCO8 data mover. 
 

Fusion Data Visualization and Workflows 
CRESCO8 includes a wide range of software environments supporting high-end visualization and data 
analysis in both 2D and 3D: 

- ParaView and VisIt for large-scale scientific visualization (parallel rendering, in-situ 
visualization); 

- Matplotlib, NumPy, SciPy, and Pandas for data analysis and numerical post-processing; 
- JupyterLab and JupyterHub for interactive workflows and collaborative analysis;  
- OpenGL-based visualization libraries for embedded and in-situ rendering in simulation codes. 
- Kepler for scientific workflow 

 

Gyrokinetic and Plasma Physics Codes 
Several advanced computational models and simulation codes describing gyrokinetic plasma behavior 
are installed and optimized for execution on the CRESCO8 CPU-enabled architecture. These codes 
contribute to understanding the microturbulent transport processes and confinement properties in 
magnetically confined plasmas relevant to next-generation fusion reactors. The suite includes: 

- GENE [4] (Gyrokinetic Electromagnetic Numerical Experiment) for nonlinear gyrokinetic 
turbulence simulations; 

- ORB5 [5] is a global, gyrokinetic, electromagnetic, multi-species code based on a Lagrangian 
variational description. 

- GYSELA [6] (Gyrokinetic SEmi-LAgrangian) codes for modelling on-scale turbulence and 
transport in tokamak plasmas; 

- WARPX [7] for particle-in-cell (PIC) simulations of plasma micro instabilities 
- STARWALL [8] based on JOREK-STARWALL model, it is a simulation tool for studying plasma 

behavior in fusion reactors. 
This integrated environment on CRESCO8 provides researchers with a robust, interoperable, and high-
performance ecosystem for fusion plasma modeling, data management, and visualization. It enables 
end-to-end workflows—from raw data acquisition and integrated modeling to physics interpretation 
and large-scale numerical simulation—fully aligned with the computational standards of the ITER, DTT 
and EUROfusion programs. 
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Benchmarks 
Scalability benchmarks were carried out for three gyrokinetic codes: GENE, ORB5 and GYSELA. A 
comparison between two different versions has been done for the first two codes: GENE and ORB5 
whilst for GYSELA the last stable release was under test.  

The GENE scalability tests were carried out in order to compare the performance between v.3.0 and 
v.3.1. The code runs with 2 MPI tasks/node and 64 OpenMP threads/task using from 16 to 512 compute 
nodes. The benchmarks result report the time step in second as depicted in Fig.4. 

Fig.4: GENE scalability tests on CRESCO8 CPU partition 

 

The ORB5 scalability tests were carried out in order to compare the performance between v.4.0.0 and 
v.4.9.4. The code runs with 8 MPI tasks/node and 16 OpenMP threads/task using from 16 to 512 
compute nodes. The benchmarks result report the time loop wall clock in second as depicted in Fig.5. 

 

Fig.5: ORB5 scalability tests on CRESCO8 CPU partition 
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The GYSELA scalability tests were carried out with 2 MPI tasks/node and 64 OpenMP threads/task using 
from 16 to 256 compute nodes. The benchmarks result report the time elapsed in second as depicted 
in Fig.6. 

Fig.6: GYSELA scalability tests on CRESCO8 CPU partition 

Conclusions 
The ENEA CRESCO8 computing infrastructure provides the high-performance capabilities required for 
the advanced modelling activities of the DTT experiment in Frascati. Its architecture, based on energy-
efficient multicore processors and a high-bandwidth interconnect, enables large-scale simulations 
essential for plasma physics and engineering studies. 

Benchmark results obtained with gyrokinetic plasma codes relevant to fusion research confirm 
excellent strong and weak scaling across the system. The parallel algorithms employed by these codes 
fully exploit the multicore architecture, demonstrating high efficiency even at large core counts. 

Overall, CRESCO8 proves to be a robust and scalable platform for the computational demands of the 
DTT programme, supporting reliable, production-level simulations and providing a solid foundation for 
future high-performance modelling activities. 

 

Acknowledgements 
This work was granted by the European Commission NextGenerationEU within the framework of the 
National Recovery and Resilience Plan (PNRR) (Mission 4 "Education and Research", Component 2, 
Investment 3.1), Project “Fund for the realisation of an integrated research and innovation infrastructure 
system”, code IR0000001.  

References 
[1] G.Ponti et al. The role of medium size facilities in the HPC ecosystem: The case of the new CRESCO4 
cluster integrated in the ENEAGRID infrastructure. Proceedings of the 2014 International Conference on 
High Performance Computing and Simulation, HPCS 2014 6903807, pp. 1030-1033 

[2] F.Iannone et alt. CRESCO ENEA HPC clusters: A working example of a multifabric GPFS Spectrum 
Scale layout.t Open Access International Conference on High Performance Computing and Simulation, 
HPCS 2019 9188135, pp. 1051-1052 

[3] Imbeaux F., Pinches S.D., Lister J.B., et al. “Design and first applications of the ITER integrated 
modelling & analysis suite (IMAS)”, Nuclear Fusion, 55 (2015) 123006. DOI: 10.1088/0029-
5515/55/12/123006. 

[4] F. Jenko, W. Dorland, M. Kotschenreuther, B. N. Rogers (2000) Electron temperature gradient driven 
turbulence Physics of Plasmas 7, 1904 (2000) DOI: 10.1063/1.874014. 



 

13  

[5] Lanti, E., Ohana, N., Tronko, N., Hayward-Schneider, T., Bottino, A., McMillan, B. F., Mishchenko, A., 
Scheinberg, A., Biancalani, A., Angelino, P., Brunner, S., Dominski, J., Donnel, P., Gheller, C., Hatzky, R., 
Jocksch, A., Jolliet, S., Lu, Z. X., Martin Collar, J. P., Novikau, I., Sonnendrücker, E., Vernay, T., Villard, L. 
(2020) ORB5: A global electromagnetic gyrokinetic code using the PIC approach in toroidal geometry, 
Computer Physics Communications, 251, 107072. DOI:10.1016/j.cpc.2019.107072. 

[6] Grandgirard, Virginie & Abiteboul, Jeremie & Bigot, Julien & Cartier-Michaud, T. & Crouseilles, Nicolas 
& Erhlacher, Charles & Damien, Esteve & Dif-Pradalier, G. & Garbet, Xavier & Ghendrih, Philippe & Latu, 
Guillaume & Mehrenberger, Michel & Norscini, Claudia & Passeron, Chantal & Rozar, Fabien & Sarazin, 
Yanick & Strugarek, Antoine & Sonnendrücker, Eric & Zarzoso, David. (2015). A 5D gyrokinetic full- global 
semi-Lagrangian code for flux-driven ion turbulence simulations. Computer Physics Communications. 
207. 10.1016/j.cpc.2016.05.007. 

 

  



 

14  

 



 

15  

KNOWLEDGE ASYMMETRIES IN LLMS: ENHANCING EFFICIENCY AND SAFETY THROUGH 

CULTURAL AWARENESS 
  

Daniela Alderuccio*, Rossana Cotroneo2 

1ENEA – TERIN-ICT-HPC1 

2ENEA – TTEC-GOT-KTM2 

 

ABSTRACT. This paper focuses on Knowledge Asymmetries in Large Language 
Models (LLMs). LLMs abilities and performances are the results of the interplay 
of Parametric and Contextual Knowledge. Parametric Knowledge is the 
internal, knowledge, implemented by initial training data. Contextual 
Knowledge is the external knowledge from private repositories. Asymmetries 
origin from the variety of Natural Language but this diversity generates 
disparities in the digital representation of linguistic knowledge, thus 
influencing LLM training, data storage, latency and service costs. Languages 
are connoted as ‘low’ vs ‘high’ resourced in relation to disparity in data, 
research, and performance of Language Technologies across languages. 
Disparities play a critical role in digital competitiveness and in economic 
development. Emerging technologies such as Artificial Intelligence (AI) can 
also widen the digital divide leading to an AI divide, strengthening power 
dynamics inequity, and exacerbating the economic divide in the accessibility 
of NLP technology. Speakers of under-represented languages experience the 
technology exclusion from technological advances (ranging from lack of 
computing resources and basic computational tools to exclusion from pre-
trained language models). While this technology exclusion prevents only them 
from taking advantage of NLP innovations, Knowledge Asymmetries in 
Parametric Knowledge implemented in LLMs impact on the Efficiency and 
Safety of all users. Embracing linguistic and cultural differences (by introducing 
Cultural Sensitivity, Fairness, ethical Training Data and Safety Protocols), is a 
first step toward reducing Knowledge Asymmetries in Multilingual Large 
Language Models and reaching Digital Language Equity. 

Keyword: Knowledge Asymmetry, Artificial Intelligence, multilingual LLM, 
Cultural Awareness, Fairness, Ethics, Efficiency, Safety. 

 

Introduction 
Languages are not created equal. In the World there are 7,159 languages [1], adopting 6 different writing 
systems, denominated scripts. Asymmetries origin both from the variety of Natural Language, and from 
the uneven presence/ distribution of languages in the Digital World (in terms of digital encoding and 
volume of digital contents). The most fundamental issue is the representation disparity in data, i.e. not 
all cultures are equally represented. Furthermore, access to the Internet is unevenly distributed often 
within each country. Even if you were to include the entire Internet in all languages, large sections of 
humanity would still not be represented in the resulting training dataset.  If we consider that Language 
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and Culture are intertwined and Culture is also the lens through which people understand linguistic 
messages [2] when contributing to the Internet, the resulting text usually reflects socio-cultural values 
and identity. When we use those texts to train a language model that makes stochastic decisions based 
on the training datasets, we often see a reflection of embedded values in generated outputs. Values 
shift from people, to training data, to models, to generated outputs [3]. 
 

Knowledge in LLMs 
LLMs parameters encode a representation of the world’s knowledge. This Knowledge is implicitly 
embedded within the model’s architecture, and it can be retrieved and manipulated through the 
computational processes of the neural network [4].  LLMs abilities/performances are the results of the 
interplay of Parametric and Contextual Knowledge. Parametric Knowledge is the internal, static, 
general, and dated knowledge, implemented by initial training data. Parametric Knowledge in LLMs is 
encoded in models’ parameters through vast amounts of text data during pre-training. Contextual 
Knowledge is external, dynamic, domain-specific, and up-dated knowledge from private repositories. 
Contextual Knowledge for LLMs refers to the information (or tools) augmented in LLMs context window 
to enhance generation (RAG), which hopefully supplements LLMs internal PK [5]. Parametric knowledge 
enables LLMs to deeply compress and integrate information, allowing them to generalize and apply this 
knowledge across various contexts. Parametric knowledge within LLMs is opaque, often encountering 
challenges such as interpretability issues, outdated information, hallucinations, and security 
concerns. Linguistic Knowledge is considered parametric knowledge. 
Blasi et al (2022) [6] found that systematic performance drops accord to dimension such as language 
varieties. The performances of language technology are sensitive to diverse aspects of the language 
under study, including morphology, word order, writing script or data availability. Out of the over 7.000 
languages spoken or signed in the world today, only a handful are systematically represented in 
academia and industry. 
 
Asymmetries 
After English, a handful of Western Languages dominate the field, as well as even fewer non-Indo-
European Languages, primarily Chinese, Japanese, and Arabic. This gap between overrepresented 
languages as English and underrepresented languages is evident also in Europe: the best supported 
languages are English, followed by Spanish, German and French; the least supported among the EU 
official: Irish and Maltese. Also, the other European languages are massively under-resourced in terms 
of data, tools, and technologies. From 2012 to 2022 the gap between English and the next cluster of 
languages is getting bigger instead of smaller and EU aim is to seek balance between European 
languages in the digital realm [7]. Giagkou (2023) [8] defined the concept of Digital Language Equality 
(DLE) as the state of affairs in which all languages have the technological support and situational 
context necessary for them to continue to exist and to prosper as living languages in the digital age. 
Data scarcity is usually adopted as a criterion to identify low vs high-resource languages as there is an 
asymmetry in the availability of amount of data (no. of content: labelled, unlabelled, internet content, 
websites) for all languages. Nevertheless, asymmetry already arise in the digital format of language 
representation. Language diversity generates disparities in the digital representation of linguistic 
knowledge: ASCII characters are sufficient for English and require 1 byte; other Latin scripts character 
(Greek, Cyrillic, Coptic, Armenian, Hebrew, Arabic Syrian) require 2 bytes; Chinese, Korean, Japanese 
require 3 bytes; languages with consonant and diacritics more bytes. Asymmetry in the digital format of 
language representation, then result in tokenization dis-parity for LLMs. Tokenization transforms text 
into processable tokens: LLM (such as ChatGPT) process and generate text sequences by first splitting 
the text into smaller units called tokens, short and common words such as “you” have its own token, 
whereas longer or less common words are broken into smaller sub-words. Languages and relative 
tokenization are not equal. Morphologically complex languages (such as Arabic, Finnish) necessitate a 
greater number of tokens to convey the same meaning as English, resulting in inefficiencies, particularly 
in low-resource languages. This disparity increases computational costs and diminishes fluency text 
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generation. These asymmetries in multilingual tokenization methods incurs varying costs across 
languages. Furthermore, in OpenAI’s GPT-4, Arabic requires over three times as many tokens as 
English, leading to slower inference times and a reduction in output quality, which also illustrates the 
importance and urgency of fair tokenization [9]. The unfair digital representation of linguistic knowledge 
leads to Tokenization disparity not only among different scripts but also in languages sharing the same 
scripts (Standard vs language varieties (dialects); English-centric vs Western Languages (see Irish and 
Maltese); Western Colonial Languages vs creole languages; Latin-alphabet vs other alphabets or other 
scripts.  Inequities/Asymmetries in tokenization happens within: (i) the same language and is related to 
differences in lengths, commonness/rarity of words; (ii) fonts (many of the languages e.g. Arabic, Hindi, 
Korean, etc., cannot be rendered using a single font so requiring more tokens; (iii) within languages with 
different script (see English vs. Burmese, Shan, Amharic). “The English “you” has three characters but a 
single token” - “as an example “မ ႂ် ် ”, one of the Shan words for “you”. This word is constructed from one 

consonant and three diacritics. As the diacritics are encoded separately, there are 4 Unicode codepoints for this 
Shan character, resulting in 9 tokens (It is tokenized by ChatGPT and GPT-4 as မ ◌် ႂ◌်  ◌် : 25870 247  - 157 224 

224 -  25870 118 - 25870 116) [10];  (iv) within different languages sharing same script, same sentence, with 
same meaning and  same number of words: i.e. The dog eats the apple  (en – 5 tokens) - Il cane mangia 
la mela (it – 7 tokens  - El perro come la manzana (sp – 8 tokens) [11] ; (v) within different languages, 
same sentence, with same meaning: the English (ISO EN-US) sentence “what will the weather be next 
week” has 7 token; in Spanish (es-ES) 8 tokens; in Korean (ISO ko-KR) 12 tokens, in Burmese 61 tokens 
in Amharic (am-ET) has 69 tokens [12].  Ahuja 2023 [13] investigated the Tokenization Fertility (defined 
as the average number of sub-words produced per tokenized word (higher means worse quality) of the 
tokenizers used by different models. Ahuja (2023) observed that the tokenizers for the OpenAI models 
are substantially worse for low-resource, non-Latin script languages: - where the fertility for languages 
like Malayalam and Tamil is so high (∼10) that the tokenizer essentially operates as a byte-level 
tokenizer for these languages. Note that this means that for low-resource languages, substantially 
larger number of tokens are needed to encode the inputs as well as for generation, which results in a 
significant additional API cost. Ahia et al. (2023) [14] discusses how this phenomenon leads to large 
socio-economic disparities for speakers of underrepresented languages. Furthermore, tokenization 
disparities influence context length: due to the limited-context-sized window in LLM, this result in less 
informative context for low-represented languages than English-centric context. 
 

Asymmetry Impact 
The optimal performance on LLMs requires balancing computational efficiency, desired performance, 
and the size of the context window. In an LLM, a context window is the maximum number of tokens that 
can be accommodated or consulted by the model at any point. These tokens constitute the basic 
building blocks of text from which LLMs derive meaning. Large, bigger context windows permit models 
to catch long-range connections among texts and enhance their ability to understand and generate 
sequences of coherent text parts. However, larger context windows also come at the expense of 
computational and memory resources, thus affecting scalability and efficiency in deploying models 
[15]. Asymmetries in character length representation led to increased context-window. In Large 
Language Models (LLMs), longer training corpus and increased context window size, result in higher 
machine learning capabilities but generate higher carbon footprints. To ensure an environmentally 
sustainable growth of AI we must focus on efficiency optimization holistically across the entire AI 
system stock: data, algorithms and models, systems, and infrastructures at scale [16]. As far as 
Environmental Impact: Each query generates 4.3 grams of CO₂, over 20× the carbon cost of a typical 
Google search [17], whereas a bottle of water per email is the hidden environmental costs of using AI 
chatbot [18]. As far as energy efficiency is concerned, the average ChatGPT query uses about 0.34 watt-
hours (about what an oven would use in a little over one second, or a high-efficiency lightbulb would use 
in a couple of minutes). It also uses about 0.000085 gallons of water (roughly one fifteenth of a 
teaspoon) [19]. The economic sustainability of models like OpenAI o3 could also become a practical 
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limit to their large-scale diffusion. Although OpenAI o3 is a more capable model, the imbalance between 
efficiency and performance is huge (no. of token per inference2): R1-Zero uses only an average of 11K 
token per inference, while OpenAI o3 (high compute) requires 57M. OpenAI has better results but with 
enormously higher computational and inference costs  (OpenAI o3 (high) has an inference cost of $  
3400; OpenAI o1 (low) $ 0.43 – four times higher than r1 zero $ 0.11 )[20] [11]. Linguistic diversity has an 
impact not only on efficiency. Asymmetry also endangers safety. Linguistic inequality of safety training 
data enhances cross-lingual vulnerability: translating unsafe English inputs into low-resource 
languages successfully circumvents LLM’s safeguard. Cross-lingual vulnerability mainly applies to low-
resource languages (79% of the time LLM engages with the unsafe translated inputs and provides 
actionable items that can get users towards their harmful goals. LLMS perform poorer with low-resource 
languages: asymmetry in safety training data and benchmark in under-represented languages impact 
on safety. Limited training on low-resource languages causes technological disparities for native 
speakers, but cross-lingual vulnerability poses risks to all LLM users. Focusing on existing English-
centric benchmarks may give false sense of security while the model remains susceptible to attacks in 
languages out of distribution of the safety training data. Translating English inputs into low-resource 
languages is sufficient to bypass safeguards and elicit harmful responses, increasing the chance to 
bypass GPT-4’s safety filter from 1% to 79%. Other high/mid-resource languages have significantly lower 
attack success rates. This is due to the fact that safety mechanism do not generalize to low resource 
languages,  Safety measures are circumvented and harmful responses are elicited  nearly half of the 
time - by translating unsafe inputs into low-resource languages like Zulu or Scot Gaelic; combining 
different low-resource languages increases the jailbreaking success rate to around 79%, whereas the 
original English inputs have less than 1% of success rate.; individually all high/mid-resource languages 
have less than 15% attack success rate. To be truly safe, LLMs need safety mechanism like training and 
red-teaming to apply to a wide range of languages. [9].   

 
Conclusions 
Awareness of linguistic diversity and knowledge asymmetry in LLM highlights their impacts on 
results/outputs, on efficiency and safety, as well as on geo-political, economic, social dimensions and 
equity in real-world. The underestimation of risks from linguistic inequality generates both: (i) 
technological disparities primarily affecting speakers of low-resource languages (lack of infrastructure 
and basic computational tools; exclusion from pre-trained language models; limited training data); (ii) 
and safety vulnerabilities posing a risk to all LLMs users. It is not only a matter of epistemic or 
algorithmic justice, but a new holistic approach is also needed to develop wide and fair language 
coverage, cultural sensitivity, ethical training data, and safety protocols. AI is one of the most 
transformative technologies influencing digital competitiveness. Limited access to the basic 
component of AI: electricity, connectivity and affordable services contributes to widening digital divide 
and inequalities [21]. Digital competitiveness has become fundamental for economic growth. The 
digital divide remains a significant challenge, both across and within countries. Wealthier economies or 
regions with better infrastructure can sustain their levels of digital competitiveness, while others lag. 
The role of emerging technologies is also crucial for long-term digital competitiveness, particularly in 
relation to widening digital disparities. “In human groups, Knowledge Asymmetry between the holder of 
knowledge and know-how (practitioner or expert) and the beneficiary of the end-product (observer) is 
overcome by trust between themselves.(…) Transparency and Trust are the key to success, otherwise 
Knowledge Asymmetries will raise ethical concerns and create uneven power dynamics at social-

 
2 AI inference costs* have rapidly declined due to innovation https://www.bain.com/insights/deepseek-a-game-changer-in-ai-efficiency/# - Inference 

costs refer to the expense of querying a trained model (and are typically measured in USD per million tokens. - Training costs:  Foundation models 

have a high training costs influenced by training duration, hardware type, quantity and utilization rate. There is a direct correlation between the training 

costs of AI models and their computational requirements, Models with greater computational trainings needs, cost more to train. 

https://www.bain.com/insights/deepseek-a-game-changer-in-ai-efficiency/
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economic and political level.” [22]. After Trust, next steps are (i) gaining awareness of asymmetries, (ii) 
then paying Respect and giving recognition to Diversity: these are the key elements needed for a new 
paradigm shifted towards the plurality of knowledges [23]. 
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ABSTRACT. Modern industrial processes often operate under diverse 
conditions, giving rise to multiple in-control states that challenge traditional 
statistical process control (SPC) techniques. In this work, we propose a new 
method (FunMixReg), a novel approach for monitoring functional quality 
characteristics influenced by covariates in the presence of heterogeneous 
operating regimes. The method models the in-control process as a finite 
mixture of functional linear models (FLMs), capturing multimodal behavior and 
enhancing detection performance. Deviations from the in-control distribution 
are identified using a likelihood ratio test. The methodology is implemented in 
R and evaluated through extensive Monte Carlo simulations, which compare 
FunMixReg with existing control charts. Simulations are performed on the 
CRESCO6 high-performance computing cluster, allowing parallel execution of 
over 100 scenarios and sensitivity analyses. Results show that FunMixReg 
consistently achieves superior detection power. The method will be made 
publicly available through the funcharts R package, promoting reproducibility 
and future adoption. 

 

Introduction 
Statistical Process Control (SPC) is a cornerstone of quality monitoring in manufacturing and industrial 
systems [9]. Classical SPC tools, often based on multivariate statistics, rely on scalar summaries of 
observed data. However, with the increasing complexity of modern processes and the availability of 
high-frequency sensors, quality characteristics are frequently observed as functions—trajectories over 
time, space, or other continuous domains. Profile monitoring [10], a subfield of SPC, is thus better 
suited to this setting, as it directly models such functional data. 
Nevertheless, an important challenge persists: real-world processes often operate under varying 
environmental or production conditions that generate heterogeneous, multimodal in-control (IC) 
behavior [7]. In this setting, standard functional control charts, such as those assuming a single 
functional linear model (FLM), are no longer adequate, as they fail to represent multiple IC states, 
leading to misclassifications and compromised performance. 
To overcome this limitation, we propose a novel methodology based on functional mixture regression 
(FunMixReg) [2,3,4,5]. This control chart models the IC distribution as a finite mixture of FLMs, where 
each component captures a distinct subpopulation characterized by a specific functional relationship 
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between a response and a covariate. This approach accounts for both functional heterogeneity and 
covariate effects, offering a significant advancement over existing methods. 
The methodology is evaluated via extensive Monte Carlo simulations, tailored to assess the behavior of 
the proposed control chart under different scenarios of heterogeneity and process shifts. Data are 
simulated under multiple regimes varying by the nature and severity of the shifts introduced (in 
intercept functions, regression coefficients, or both), and across several levels of cluster dissimilarity. 
The entire approach is situated within the broader research domain of intelligent manufacturing, 
statistical learning for high-dimensional data, and functional data analytics. 
 

 

Fig. 1 Mean ARL achieved in Phase II by FunMixReg, FRCC, FCC, and CLUST for each combination of ∆ and shift 
types as a function of the severity level (SL). 

 

Simulation study 
 

Simulation settings 
The simulation study required for evaluating the FunMixReg methodology is computationally intensive, 
involving 100 independent Monte Carlo experiments across a wide range of settings. These settings 
involve the comparison of the proposed method to existing methods in the literature, namely: the 
functional regression control chart (FRCC) [6], a functional control chart (FCC) based on Hotelling’s T2 
and squared prediction error (SPE) applied to principal component scores of the response, and a 
clustering-based approach (CLUST) that first clusters the data and then applies the FCC within each 
identified cluster, following ideas from [7], under different setting of heterogeneity and shift types. 
Moreover, sensitivity analyses are also conducted to quantify the sensitivity of FunMixReg to the choice 
of hyperparameters and initialization strategies in terms of performance. For illustrative purposes, 
Figure 1 shows some simulation results for three heterogeneity levels, indexed by the parameter Δ, and 
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three shift types. Each Monte Carlo experiment corresponds to the evaluation of Average Run Length 
(ARL) performance across multiple severity levels (SL). 
 

Use of HPC resources 
The programming language used throughout the project is R [11] (version 3.6.1). No compiled code, 
external compilers, or low-level programming languages were involved, and therefore, no specific 
compilers were used. The software does not rely on external numerical libraries such as LAPACK or 
BLAS, nor does it make use of GPU acceleration. The parallelization strategy is implemented using R's 
built-in parallel package, specifically via the mclapply function. This approach leverages 
embarrassingly parallel computation, as each Monte Carlo simulation scenario is independent of the 
others. Each Monte Carlo experiment is parallelized internally using 48 cores. Moreover, simulations 
are distributed across available nodes on the CRESCO6 high-performance computing cluster located 
in Portici. Every job simulates an entire Monte Carlo experiment, each lasting about 1 hour when run on 
48 cores. Considering 5 SL values and 9 panels represented in Figure 1, the total computing time 
without parallelization would have exceeded 4500 hours. Thanks to the HPC infrastructure, this was 
reduced to approximately 2 hours by leveraging multiple nodes concurrently. The total storage 
requirement was relatively low, estimated at 1–2 GB, with no GPU boards used. The ability to perform 
simultaneous jobs and full-core utilization per node was essential to completing the study efficiently 
and reproducibly. 
 

Software and Code Development 
The simulations relied on a combination of in-house code specifically developed for this project and 
routines available in the funcharts R package [1], which was developed and maintained by the authors. 
The funcharts package provided essential tools for functional data simulation, dimension reduction, 
preprocessing, and visualization. Custom code was written to implement the mixture regression model, 
the estimation algorithm, and the likelihood ratio test used in the control chart. 
 

Simulation Results 
The FunMixReg control chart consistently outperformed existing approaches across a wide range of 
simulated scenarios. It achieved excellent false alarm control with ARL₀ values meeting or exceeding 
nominal thresholds, while also providing superior sensitivity to OC shifts, particularly in the presence 
of heterogeneity in regression relationships. The advantage of FunMixReg was most evident when 
clusters shared similar intercepts but differed in regression coefficients. In such cases, traditional 
methods like FRCC and FCC were unable to distinguish between subpopulations, resulting in poor 
detection performance. The CLUST method, while competitive in simpler settings, struggled under 
complex configurations or when cluster separability was low. Beyond the results presented in this 
manuscript, the methodology has been progressively developed and disseminated through various 
academic venues [2,3,4,5]. 
  
Conclusions 
The FunMixReg control chart offers an effective solution for monitoring complex functional processes 
with heterogeneous IC structures. By modeling the IC distribution as a mixture of FLMs, the proposed 
approach accommodates multiple process states and leverages covariate information for improved 
detection. Extensive simulations show that FunMixReg consistently outperforms existing methods, 
particularly in scenarios with subtle or complex heterogeneity. 
The availability of high-performance computing resources was essential to the timely and thorough 
validation of the methodology. The integration of FunMixReg into the funcharts package will ensure 
future accessibility and impact across academic and applied domains. 
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ABSTRACT. This work presents the numerical experiments carried out to 
investigate the sensitivity to sub-grid schemes of microphysics and turbulence 
of the regional climate model wrf. the aim is to implement an optimal 
configuration at the convection-permitting scale, needed over the 
mediterranean region for a realistic representation of its climate and of its 
climatic extremes, strongly related to local and complex interactions. 

 

Introduction 
Regional Climate Models (RCMs) are numerical tools for investigating the Earth climate over limited 
regions of the planet at resolution finer (~10 km) than the Global Climate Models (GCMs, ~100 km). The 
Earth's climate is characterized by a wide range of spatial and temporal scales (~nm-Mm; ms-100years). 
Once the grid-step of a model is set, the processes evolving on finer sub-grid scales are not explicitly 
resolved and must be approximated through parameterizations, which are inherently source of 
uncertainty. Last generation of RCM application is at the so called “convection-permitting” scale, i.e. at 
scales of 4 km or finer, which allow the deep-convection to be solved explicitly rather than 
parameterized, thus turning-off one of the major sources of uncertainty [1], [2], due to incomplete 
understanding of processes and uncertainties of scheme parameters [3]. The convection has the 
crucial role of redistributing vertically heat and moisture, triggering convective precipitation and 
influencing mesoscale dynamics by changing vertical stability and affecting surface heating and 
radiation trough clouds. The interest in correctly simulating convection is also related to its high 
relevance in driving extreme events such as heavy precipitation, windstorms and floods. In this study 
we present the sensitivity tests performed to assess the best configuration of the WRF model at 
convection-permitting scale in terms of turbulence and microphysics for climatic application over Italy.  

 

Model Setup 

A Convection Permitting version of the regional model WRF (CPM) has been implemented over the 
Italian region (Fig.1).  The adopted grid-step of 3 km allows to resolve the deep-convection explicitly. The 
CPM domain is nested within a regional simulation at 15 km of resolution over Europe in turn driven by 
GCM data (ERA5, [4]). 



 

26  

 

Fig.1: The 3km domain covered by the WRF model in its convection-permitting configuration, topography (m) 

The domain size is 426x501x54 grid points. The CPM configuration has the same base version of the 
model adopted in [5] (their Table 1), but the cumulus parameterization is switched off, while the urban 
and lake schemes are active. A series of sensitivity tests of the CMP to sub-grid processes schemes 
have been carried out to assess an optimal model configuration, varying the microphysics and planetary 
boundary layer (PBL) parameterizations (Table 1). Each experiment is two years long (1980-1981), but 
the intercomparison among the tests is done for the year 1981 only, being the 1980 model’s spin-up 
time.  Tests 1 to 3 were meant to define modelling strategy aspects, other than the sub-grid physics, and 
have not been included in the analysis. The tests are carried out by changing one of the sub-grid 
processes at a time. 

Table 1: Sensitivity test configurations. 

Test-num microphysics 
 

PBL 
 

Surface layer 

Test 4    Thompson (2 moment 
rain) 

MYNN Monin-Obukhov (Janjic) 
scheme 

Test 5  Thompson YSU MM5 Monin-Obukhov 
scheme 

Test 6    Morrison (2 moments) MYNN Monin-Obukhov (Janjic) 
scheme 

Test 7   WSM5 (1 moment) MYNN Monin-Obukhov (Janjic) 
scheme 

    

Results and conclusions 

The analysis has been performed comparing daily precipitation indices of mean, heavy precipitation 
(99th percentile of the daily precipitation distribution, p99), wet-days (>1 mm/day) intensity and wet-
days frequency. Results of the experiments were compared to the observations EURO4M (5 km) [6].  
Fig.2 shows the summer (JJA) maps of all precipitation indices (from left to right as listed above) over the 
Alpine Region (ALP) covered by EURO4M. The analysis was also performed for other seasons, but only 
the JJA is shown as representative of almost purely convective precipitation. The tests show similar 
statistics, with the exception of test 5 that has a strong wet bias during winter and test 6 that 
overestimates the mean precipitation during spring (not shown). We can speculate that such 
similarities among the different configurations might be due to the short simulation length, as well as to 
the influence of the domain size. The domain is small along the longitude axis, which may allow the 
boundary conditions signal to influence the simulation more than the independent solution from the 
sub-grid physics. 
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Fig.2: Daily precipitation indexes for JJA season: from left to right: mean, p99, wet days intensity, wet days 
frequency. From top to bottom: EURO4M, test 4, test5, test 6, test 7. The shaded area is where EURO4M is 

available 

An analysis of the mean vertical profiles of temperature, specific humidity and winds over the ALP region 
was also carried out (not shown). Sensitivity tests, compared to ERA5 reanalysis profiles, show non-
significant differences in the lower atmosphere (below 850 hPa, <0.5 °C, 0.3 g/Kg, 1 m/s respectively). 
The only notable difference between tests 4 and 5 was found in the meridional wind. This demonstrates 
that using a non-local PBL (test 5) in winter, summer and autumn allows for better agreement with the 
ERA5. Conversely, using a single-moment microphysics scheme (test 7) provides some benefits in 
terms of moisture content from spring to autumn. However, neither scheme offers an evident advantage 
over the others for improving significantly the statistics. 

In conclusion, the analysis of the WRF CPM sensitivity to sub-grid physics schemes revealed minimal 
differences among the tests performed. Therefore, we opted for the same configuration of test 4 for a 
climatic run at the convection-permitting scale. This new, cutting-edge application of the ENEA WRF 
CPM will be used to gain new insights into the effect of global warming on extreme hazards. It will also 
serve as benchmark for the 5 km experiment described in [5] (5Km-Hindcast), having the same 
configuration, apart from the cumulus scheme being switched off and the grid-step (3 and 5 km). This 
will allow us to investigate the model’s performance in the so-called “grey zone” for cumulus schemes. 
This is poorly documented in literature due to the risk of algorithm violations at such scales. This could 
be key to saving computing resources while avoiding the underrepresentation of physics and 
interactions at the local scale in the next generation of RCM applications, but a robust evaluation is 
required. 
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ABSTRACT. Within the ENEA-Takis MATCH Joint Lab (PNRR Rome Technopole) 
framework, ENEA’s HPC resources have been employed to explore 
computational methods for antibody structure prediction and conformational 
sampling. These activities supported the testing of software tools and 
computational workflows aimed at improving the analysis of antibody-antigen 
interactions. 

 

Introduction 
The MATCH (Monoclonal Antibody developmenT and CHaracterization) Joint Lab, developed within the 
Rome Technopole PNRR framework, aims to advance computational methodologies for the design, 
structural optimization, and evaluation of monoclonal antibodies. The project brings together expertise 
in molecular modelling, high-performance computing (HPC), and artificial intelligence (AI) to establish 
a scalable, automated pipeline supporting the in silico phase of antibody development. 

The MATCH pipeline integrates conformational sampling, predictive modelling, and structural scoring 
into a decision-oriented workflow capable of filtering and prioritizing candidate antibody sequences 
before experimental validation. This approach significantly reduces downstream testing costs and 
accelerates the discovery timeline. The ENEA HPC environment, comprising CPU-based clusters and 
GPU-accelerated platforms, provides the computational infrastructure necessary to run large-scale 
simulations and AI-enhanced analyses in parallel. 

 

Software and Hardware Infrastructure Setup  
In the initial phase of the project, considerable effort was devoted to configuring a scalable and secure 
computational environment to support the automated workflows developed within the MATCH 
framework. 

User environments and secure access credentials were created across both the AFS (Andrew File 
System) and GPFS (IBM's General Parallel File System), enabling distributed, high-throughput data 
management across the ENEAGRID infrastructure. A dedicated 10 TB storage area was allocated to the 
project on GPFS to accommodate simulation data, modelling outputs, and software assets. 

 
*  Corresponding author. E-mail: sara.marchio@enea.it. 
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The software architecture was implemented across two high-performance computing systems: 

• CRESCO6 cluster (CPU-based), used primarily for simulation-intensive and parallelized 
molecular analysis tasks; 

• XCRESCO GPU cluster, equipped with IBM Power9 processors and NVIDIA V100 GPUs, used for 
AI-enhanced modelling and deep learning operations. 

All required software tools were deployed to support structure prediction, molecular simulations, data 
post-processing, and visualization. Visualization tasks and molecular system inspection were carried 
out using VMD [1] and Chimera [2], while core simulation workflows relied on integrated molecular 
modelling packages capable of supporting enhanced sampling and force-field-based dynamics. 

To streamline the execution of these workflows, a set of automation scripts was developed, enabling 
reproducible configuration of molecular systems and batch execution across the HPC platforms. The 
architecture was designed to allow dynamic allocation of jobs across CPU and GPU resources, ensuring 
scalability and high-throughput screening capacity. 

The combination of CPU- and GPU-resident capabilities allowed for efficient distribution of workloads 
based on their computational demands, ensuring high-throughput, scalable processing of antibody 
candidates in parallel. Computational tasks were efficiently distributed across the available high-
performance computing infrastructure. Classical CPU-based calculations were executed on the 
CRESCO6 cluster located in Portici ENEA center, while machine learning and GPU-intensive tasks were 
performed on the XCRESCO cluster that is equipped with IBM Power9 processors and NVIDIA V100 
SXM2 GPUs and is located in Frascati ENEA center. The peak computational performance of XCRESCO 
reaches approximately 1.9 Pflops, providing sufficient resources to support deep learning and large-
scale parallel simulations. 

 

Computational Workflow 
The computational activities carried out within the project focused on the application and testing of 
diverse in silico methods for antibody structural modeling, conformational sampling, and interaction 
analysis. The main goal was to evaluate the performance and scalability of selected bioinformatics and 
molecular modeling software when executed on ENEA’s HPC infrastructure (CRESCO6 and XCRESCO 
clusters). The workflow included several standard steps typically used in antibody research, such as 
generation of molecular models based on input sequences, exploration of conformational space under 
different conditions, and preliminary docking analyses to estimate the antibody’s ability to interact with 
potential targets. 

To facilitate this, a combination of CPU- and GPU-based computational tasks was executed, leveraging 
both traditional simulation techniques and modern machine learning approaches. These steps were 
carried out independently using established open-source and/or licensed software tools, configured to 
run efficiently in parallel environments. 

 

Results 
 

Testing the Ab optimization pipeline 
The computational resources were tested using publicly available antibody-antigen complexes from 
the Protein Data Bank (PDB) to evaluate performance and scalability. During the test run, the 
computational procedures executed without interruption and allowed parallel processing of multiple 
cases, demonstrating good stability and resource utilization across both CPU and GPU nodes. 
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Each case generated several gigabytes of data and demonstrated that the combination of molecular 
modeling and docking tools available on the ENEA HPC infrastructure can be used to explore antibody-
antigen interactions in silico. 

Figure 1 shows an example result from a test system (PDB-ID: 4U6V), where a predicted antibody 
binding pose was compared to the original crystallographic structure. This illustrates the ability of the 
tested computational environment to support structure-based analysis of antibody-antigen 
complexes. 

 

 
 

 
 

 

Fig. 1: Example output from a test run (PDB-ID: 4U6V). The antigen and the antibody as in the original PDB 
structure are depicted in “tan”. The binding pose of the same antibody predicted as result of the MATCH pipeline 
is in light blue.  

 

Conclusion 
The MATCH Joint Lab, established within the Rome Technopole framework, demonstrated the 
potential of ENEA’s HPC infrastructure to support advanced computational approaches in antibody 
research. The activities carried out confirmed the suitability of available resources for large-scale 
structure-based simulations and exploratory modeling. These preliminary evaluations represent a 
solid foundation for the future development of high throughput in silico workflows aimed at 
supporting preclinical studies. 
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ABSTRACT. Silicon is widely used in electronics, sensors, and solar cells due to 
its flexibility as a semiconductor. In this work, we used first-principles 
simulations based on density functional theory, performed on Cresco6, to 
study how simple organic groups (alkyl, alkenyl, and alkynyl) interact with 
hydrogen-terminated silicon (111) surfaces. We focused on how these 
chemical bonds influence the electronic properties at the interface, such as 
the Schottky barrier and energy level alignment, which are important for charge 
transport. The results offer useful insights for improving the design of silicon-
based electronic devices. 

 

Introduction 
Silicon, thanks to its excellent semiconductor properties, is a key material in many modern 
technologies, including integrated circuits, sensors, and photovoltaic cells [1–13]. The performance 
and versatility of silicon-based devices can be greatly improved by modifying their surfaces, which 
allows for fine-tuning of their electronic, optical, and chemical characteristics. However, during 
fabrication, the formation of silicon oxide can degrade device performance or even prevent proper 
operation, as the oxide acts as an insulating layer. To avoid this, one widely used method is the 
functionalization of hydrogen-terminated silicon (H–Si) surfaces with molecular monolayers [14]. 
There is growing interest in developing alternative functionalization strategies that prevent oxide 
formation while preserving the conductive properties of silicon. Since the first demonstration of Si–C 
alkyl monolayers [15], it has been shown that the Si–C bond is more stable than the Si–H bond. In this 
context, aliphatic chains are a promising option to protect the silicon surface from oxidation, forming a 
direct interface that maintains good electrical properties. This approach also enables the 
customization of surface features for specific applications and has been proposed as a way to enhance 
the performance of low-cost polycrystalline semiconductors [16]. However, a detailed understanding 
of how such functionalization affects the electronic structure and interface behavior is still needed [17–
18]. 
Short aliphatic chains are known to form more ordered monolayers than longer ones [19–20], but 
synthesizing monolayers from short alkenes and alkynes using wet chemistry is more challenging. For 
this reason, alternative methods using gaseous aliphatic molecules at higher pressures have been 
explored [20]. 
In this study, we use ab initio density functional theory (DFT) calculations to investigate how single 
aliphatic moieties (alkyl (CₙH₂ₙ₊₁), 1-alkenyl (CₙH₂ₙ₋₁), and 1-alkynyl (CₙH₂ₙ₋₃), with carbon numbers 
from 2 to 10) adsorb on H–Si(111) surfaces. While previous studies have shown that functionalization 
with 1-alkenes and 1-alkynes leads to the formation of alkyl and alkenyl monolayers, respectively [21], 
our work takes a broader view. We focus on how the presence of single, double, or triple C–C bonds 
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near the surface in individual molecules affects the energetics and electronic properties of the 
silicon/organic interface. 
We simulate the replacement of a surface hydrogen atom with an aliphatic group, forming a Si–C bond 
through chemisorption. This process significantly alters the interface’s electronic behaviour, unlike 
physisorption, where interactions are weak and mainly due to dispersion forces. By analysing charge 
distribution, dipole formation, and energy level alignment at the Si–C interface, our goal is to better 
understand how these modifications influence key properties such as Schottky and tunnelling barriers. 
These insights are valuable for improving the design and performance of silicon-based electronic 
devices. This study also sets the stage for future investigations on full monolayers and their collective 
effects. 
 

Theoretical Methods 
The calculations were carried out using density functional theory (DFT) and the plane-wave 
pseudopotential method, implemented in the PWSCF code of the QUANTUM-ESPRESSO package [22-
23], and compiled with Intel Fortran compiler, Math Kernel Library (MKL) and Message Passing Interface 
(MPI) parallelization on the Cresco6 cluster, with a good scalability up to hundreds of cores. To include 
Van der Waals interactions, we used the nonlocal functional VdW-df-cx [24], which has already been 
applied in studies of charge transfer at silicon–organic interfaces [25]. 

We performed the calculations using ultrasoft pseudopotentials [26]. Structural relaxations were done 
with a kinetic energy cutoff of 40 Ry for the wavefunctions and a 2×2×1 Monkhorst-Pack k-point grid. The 
total energy was converged below 0.0001 Ry per atom, and atomic forces were relaxed until they were 
smaller than 0.001 Ry/Å. For the electronic density of states (DOS), we used a denser 8×8×1 k-point 
mesh. 

We studied the adsorption of aliphatic moieties with carbon chains from C₂ to C₁₀, focusing on three 
types: alkyl (CnH2n+1) with only single C–C bonds, 1-alkenyl (CnH2n-1) with a double bond near the surface, 
and 1-alkynyl (CnH2n-3) with a triple bond near the surface. The most stable configurations were used to 
build a slab model of the Si(111) surface with eight bilayers (Figures 1a–b), to evaluate how the dipole 
changes compared to the fully hydrogenated surface after relaxation. 

The silicon slab was 23 Å thick, with a vacuum region of 65 Å in the direction perpendicular to the surface 
(Lz), and lateral dimensions of 15 Å (Lx = Ly). This setup represents a compromise between computational 
cost and accuracy. The slab was asymmetric, requiring a correction for dipole self-interaction effects 
[27]. Both the top and bottom surfaces were passivated with hydrogen atoms, with the organic moiety 
adsorbed on the top side. The two central bilayers were kept fixed to mimic bulk silicon. 

The calculations have been run on Cresco6, exploiting two distinct levels of MPI parallelization, as made 
available by the QUANTUM-ESPRESSO package. We launched the jobs on 12 nodes, each equipped 
with 48 processors, resulting in a total of 576 processors. The first level of parallelism involves 
partitioning into pools, each responsible for a subset of k-points. 4 pools were selected, with an 
allocation of 1 pool per k-point, thus assigning 3 nodes for each pool. The second level of parallelization 
is PW parallelization. Whitin this scheme, the orbitals represented in the plane-wave (PW) basis set, 
along with charges and density in either reciprocal or real space, are distributed across multiple 
processors. The code employs the 3D Fast Fourier Transform (FFT) to convert electronic wave functions 
between reciprocal and real space. To parallelize this process, the 3D real-space grid is partitioned into 
planes and distributed across multiple processors. Similarly, in reciprocal space, columns of G-vectors 
are allocated to processors to efficiently execute the FFT. Parallelization of PWs demonstrates a good 
scaling, particularly when the number of processors in a pool divides evenly into the number of planes 
defined by the FFT mesh for charge density and wavefunction (respectively nr3 and nr3s). Here nr3 has 
been set at 576. Therefore, each pool has 144 cores, and 4 planes are assigned to each core. 
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Fig. 1. a) Side and b) top view of the eight bilayers H−Si(111) slab model with adsorption of CN moiety 
on the top surface. Yellow, white, and grey spheres are Si, H and C atoms, respectively. 

 

Results and Discussion 
 

Screening 
We explored a wide set of possible configurations for the adsorption of molecules with single, double, 
and triple carbon–carbon bonds on the H–Si(111) surface and optimized the structure of each case. For 
each type of molecule, we identified the most stable geometry, i.e., the one with the lowest adhesion 
energy, and used it for the analysis of electronic properties [28]. 

The adhesion strength was quantified by calculating the dissociation energy Ed using the formula: 

 

Ed = (Em + Es) − Esm, (1) 

 

where Esm is the total energy of the system with the molecule attached to the surface, and Em and Es are 
the energies of the isolated molecule and the clean surface, respectively. Details on the screening 
workflow and the structural parameters of the tested configurations are available in the dataset 
referenced in [29]. Among the three types of moieties, 1-alkynyl groups showed the highest dissociation 
energies, exceeding 5.5 eV, indicating strong binding to the surface. 1-alkenyl groups followed, with 
dissociation energies ranging from 4.2 eV (C2H3) to 4.5 eV (C10H11). Alkyl groups had the lowest 
dissociation energies, around 3.8 eV, suggesting weaker interaction with the silicon surface. 

 

Schottky barriers 
A surface dipole is generated when the aliphatic chain is adsorbed on the silicon surface; the Si−C bond 
is formed, accompanied by charge transfer between the adsorbate and the surface. In the following we 
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demonstrate that the effect of the Si–C bond formation on the whole chain must be considered to find 
the correct dipole. The dipole formed at the interface affects the thermionic transport at the 
silicon/organic molecule/metal heterojunction, because of the Schottky Barrier (SB). Indeed, the SB 
depends on the surface dipole as follows [10,16]: 
 

SBe = F - c - y  (2) 
SBh = Eg  - F + c + y  (3) 

 
where F is the work function of the metal, c is the electronic affinity of the semiconductor (Si), y is the 
energy step of the surface dipole, and Eg is the band gap of the semiconductor. SBe and SBh are the SB 
at zero bias of electrons and holes, respectively. In Figure 2 we show how the electron and hole SBs of 
the Si−H/molecule/metal heterojunction change by varying adsorbed moiety when the metal is Hg by 
assuming FHg = 4.5 eV, cSi =4.06 eV [30] and Eg = 1.12 eV. The qualitative variation of the SB for alkyl and 
1-alkenyl moieties (i.e., SBe decreases by increasing the length of the molecular chain) agrees with the 
experimental findings of Har-Lavan and co-authors [31]. 

 
 

 
Fig. 2. a) Electron and b) hole Schottky barriers of the alkyl, 1-alkenyl and 1-alkynyl modified 
Hg/H−Si(111) heterojunction calculated for the one moiety adsorbed per supercell model. 

 

Interface energetics and tunnelling barriers 
We determined the bands edges and the frontier orbital levels to investigate the energetics of the 
H−Si(111)/aliphatic chain heterointerface. We estimated the vacuum level of each adsorption 
configuration as the constant plane-averaged electrostatic energy in the vacuum gap far away from the 
top atomic layer. The valence and conduction band edges of the bulk silicon have been aligned to that 
of the silicon slab by overlapping the plane-averaged electrostatic energy in the central layers. We 
determined the HOMO and LUMO energies of the aliphatic moieties as the peaks of the projected DOS 
(PDOS) of the atomic orbitals associated to the organic molecule near the band gap. We found that only 
1-alkenyl moieties show a monotonic variation of the tunnelling barrier with respect to the carbon chain 
length (N) The energy shift of HOMO and LUMO with respect to valence and conduction band edges (EV 
and EC, respectively) of the 1-alkenyl moieties adsorbed on the H−Si(111) surface are shown in Table 1 
and indicated as DHOMO (= EV-HOMO) and DLUMO (= LUMO-EC), respectively. DHOMO and DLUMO 
are the energy barrier for the tunnelling of holes and electrons, respectively. Although nonlocal 
functionals still underestimate the energy gap of molecules and semiconductors, it is interesting to 
observe that the electron tunnelling barrier of C9 1-alkenyl moiety in the experiments is found to be 
around 1 eV [32], in nice agreement with the values of 1.2 and 1.0 eV for C8 and C10 1-alkenyl moieties, 
respectively, found in the present report. 
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Table 1: Ab initio tunnelling barriers for holes (DHOMO) and electrons (DLUMO) of the 1-alkenyl 
moieties adsorbed on the H−Si(111) surface. 

 

Chain DHOMO (eV) DLUMO (eV) 
C2 1.63 2.59 
C4 1.05 1.84 
C6 0.65 1.49 
C8 0.41 1.21 
C10 0.21 1.01 

 
Conclusions 
We investigated a wide range of possible configurations for the adsorption of alkyl, 1-alkenyl, and 1-
alkynyl moieties on the H–Si(111) surface, identifying and analysing the most stable geometries. The 
type of carbon–carbon bond near the surface—single, double, or triple—has a significant effect on the 
interface energetics. Among the three, 1-alkynyl groups showed the strongest binding (highest 
dissociation energy), followed by 1-alkenyl and then alkyl groups. 
The surface dipole plays a key role in determining the Schottky barrier (SB) at the 
semiconductor/organic/metal interface, influencing thermionic charge transport depending on the 
metal work function and the semiconductor’s electron affinity. Notably, 1-alkenyl moieties showed a 
consistent and significant modulation of the SB as the carbon chain length (N) increased. 
To explore tunnelling transport, we calculated the alignment of the frontier molecular orbitals with the 
silicon band edges. The 1-alkenyl moieties produced the lowest tunnelling barriers, which decreased 
with longer chains. In particular, the C10 1-alkenyl group reduced the tunnelling barrier to about 1 eV for 
electrons and 0.2 eV for holes, suggesting it could significantly enhance tunnelling efficiency. These 
values are in good agreement with available experimental data. 
Beyond electronic transport, our findings are relevant for other applications, such as optimizing charge 
transport layers in photovoltaic devices or tuning interface energetics in water-splitting systems. The 
approach demonstrated here, supported by calculations on the Cresco6, provides a solid foundation 
for designing functionalized silicon surfaces tailored to specific technological needs. 
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ABSTRACT. Domains of carbon atoms with sp2 hybridization inside a sp3 
carbons matrix are always present in structure like graphene oxide (GO) and 
reduced graphene oxide (rGO) but their specific features have never been 
deeply explored. Their ability to stabilize these structures was investigated 
through density of states and absorption spectra calculations.  

 

Introduction 
Graphitic or Graphene-like domains can exist also in more complex structures composed by mixing of 
sp2/sp3 carbon atoms, as example in graphene oxide, a 2D carbon single layer decorates with several 
oxygen functional groups (epoxy, hydroxyl, carboxyl) on the surface and on sheet edges. The opto-
electronic properties are mainly determined by the π states of the sp2 sites. The π and π* electronic 
levels of the sp2 clusters lie within the bandgap of s and s* states of the sp3 matrix. From experimental 
point of view, three absorption peaks were found for GO and they were assigned to the n®s, π® π* and 
π®n*[1]. The investigation of the Density of States (DOS) and the π orbitals around the gap could add 
important information on the stability of these mixed structures and their optical properties. In this 
work, density of states was calculated for different sp2 structures which can be particularly stable for 
specific aromatic effects already showed in a previous report [2]. The π-gap values of these structures 
obtained in this work confirm quite well these predictions. 

 

Computational Details 
The geometry of the all structures were fully optimized with the PWSCF (Plane Wave Self Consistent 
Field) code of the QUANTUM ESPRESSO (QE) [3] suite to investigate structural parameters, total 
energies and band gaps. Plane-wave basis functions, exchange correlation functional PBE generalized-
gradient approximation and norm-conserving pseudopotentials were used for PWSCF calculations. The 
Brillouin zone is sampled using the Gamma-point only and the cutoff energy for the wave function was 
set at 80 Ry. A cubic box of 40 Å was used to apply the periodic boundary conditions and the system was 
placed in the center of the box.  The Liouville-Lanczos recursive method implemented in TURBO_TDDFT 
code of the QE suite was used for the calculations of the Lanczos coefficients and the TURBO_SPECTRA 
code for obtaining the strength of the oscillator in function of the absorption energy. 

 

Results and Discussion 
The condensed sp2 carbons in GR_10, GR_18, GR_22, GR_27 (showed in green in figure 1a) were 
obtained by removing specific hydrogen atoms from GR_0 that is a structure with hydrogens and 
carbons arranged like a graphane structure and showed in figure 1b. The distance distribution function 
revealed two aromatic and aliphatic components of GR_10, centered around 1.410 Å and 1.530 Å 



 

42  

respectively, where the former is closer to the typical sp2 carbon-carbon bonds in aromatic compounds 
or for typical C-C bond in graphene layer (1.420 Å). So that in GR_10 It is reasonable to attribute the C-
C bond for the atoms C12, C18, C19, C48, C49, C55 an aromatic nature of the sp2 bonds.  

 

 

 

Fig. 1. Figure shows the arrangements of the atoms in GR_10, GR_12, GR_18, GR_22, GR_27 (a), GR_0 (b), 
absorption spectra (d) and configuration electronic around Fermi (c). 

 

Generally, it can observe as the effect of the aromatic component of GR_10 yields a further symmetry 
broken of the sp3 structure activating an optical transition around 237 nm (assigned as aromatic π→π*) 
and one around 178 nm which is reasonable due again to the transition between electronic states π→π*. 
The transition revealed around 178 nm is quite close to the transition A1g → E1g (experimentally recorded 
around 180 nm) of the benzene as well as the transition around 237 nm is included in the transition A1g 
→ B2u. The introduction of further insaturations beyond GR_10 (GR_12 GR_18 and GR_22) lead a read 
shift of the aromatic peaks while the transition around 178 nm remained unchanged. For GR_18 the 
peak #1 (in green) shifted from 237 nm up to 272 nm. However, in all these cases reported (also for 
GR_22), the maximum absorption peaks suffer a red shift except for GR_27. The intermediate structures 
GR_12 and GR_22 lack of complete and closed sp2 structures meanwhile the sp2 network in GR_27 has 
the same arrangement of the atoms in the anthracene. Roughly speaking, a possible explanation can be 
found by plotting TDOS of GR_10, GR_18, GR_22 and GR_27 (figure 1d). In GR_10, around the Fermi 
energy, only one peak (named a in black) has been detected. This peak corresponds to the convolution 
of the highest occupied orbitals with similar energy as well as a single peak LUMOs (named a’) above 
the Fermi energy was present. The optical transition is of the type a -> a’. By increasing the ratio sp2/sp3 
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of carbons (GR_12), we noted an initial separation of the single peak in two components labeled as a 
and b with a slight shift towards higher energy of the peak labeled b. In GR_18 two well distinct states a 
and b in green were present with b shifted up to higher energy. Finally in GR_27, we noted again a 
separation between a and b peaks (in cyan). The peaks a in cyan (GR_27) is shifted to lower energy than 
the peak a in green belonging to GR_18. Similar behavior was found for LUMO orbitals. Hence, the 
adding of adjacent double bond increases the number electronic states with π symmetry around of the 
Fermi level, producing a bathochromic effect on the optical spectra, reducing the energy gap. For GR_27 
and GR_22 we noted a similar behavior that is an enlargement between the peaks a and b (and the 
corresponding a’ and b’) increasing the gap between occupied and virtual electronic states. In 
particular, for GR_27 the peak labeled as #1 in absorption spectrum suffers an evident blue-shift with 
respect to the analogue transition in GR_22, spectra reported in figure 1c. If the electronic transition a -
> b’ occurs between two states having maximum reduction of the electronic gap then maximum redshift 
was obtained for the peak labeled #1 in GR_22 (line blue). On the contrary, for GR_27 we noted an 
opposite behavior that is an enlargement of the gap between of the peaks a and b’, then this peak suffers 
a blue-shift with respect to the analogue transition in GR_22, blue-shift recorded for spectrum reported 
in figure 1c. 

GR_57 (figure 2a) is a structure where the carbons with sp2 hybridization is connected like in a coronene 
arrangement. GR_38 and GR_50 are intermediate structures with an open sp2 network whose atomic 
arrangement is not complete as in an aromatic cyclic structure.  

 

 

  

Fig. 2. Figure 2 shows the arrangements of the atoms in the structures GR_38, GR_12, GR_50, GR_57 (a). In (b) 
the energy gap values were reported in function of the sp2/sp3 fraction. 
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Energy gap in the molecular structure can be used like an empirical index to measure their stability. A 
sinusoidal decreasing behavior reveals a reduction of the gap typical of polyenes substantially due to 
the increase of the electronic states with π symmetry around the gap. In this framework the energy gap 
was calculated between HOMO and LUMO orbitals that in figure 1d are labeled as a and a’ for GR_10 
and b and b’ for the rest of the structures. Hence also for the GR_18 and GR_27 the energy gap 
decreases. However, it is worth noting that outstanding discontinuity of the curve was detected in 
GR_57. In this case the effect of the superaromaticity (for example realized through a sextet migration 
[2]) on the trend in figure 2b and on the stability of these structures is predominant.  
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ABSTRACT. In this paper we present an application of the crystal graph neural 
network GeoCGNN for the prediction of the formation energy per atom and 
redox potential. These two quantities are fundamental for accelerating the 
discovery of new cathode materials for batteries, which need to be both stable 
and efficient in the recharging phase. This is also an important step to 
researching more environmentally friendly alternatives to lithium-ion batteries.  

 

Introduction 
Research into new alternatives to lithium-ion cathode material batteries is becoming extremely 
important nowadays for enhancing stability, efficiency, and safety. In this direction, one of the main aims 
of material scientists and chemists is to explore among all material/crystal structures to find cathode 
materials which allow batteries to meet many different needs [1]. For instance, being able to store large 
amount of energy; being fast in the recharging phase; lasting longer; being stable; being made by 
materials abundant on earth and in general with low cost for extraction and manipulation; and most 
importantly, being environmentally sustainable in the broadest meaning that this word can have.  Trying 
to accomplish all these requirements as well as understanding what weight to give to each of them can 
be extremely hard to tackle. However, some of them are related to physical quantities that can be 
straightforwardly computed on HPC systems, which allows computational scientists and theorists to 
give important hints to experimentalists about which cathode materials are interesting to synthetize. In 
this regard, we study here the formation energy per atom (𝐸𝑓), and redox potential (𝑉𝑟𝑒𝑑𝑜𝑥). Specifically, 
it is desirable to have cathode materials with low 𝐸𝑓  and high 𝑉𝑟𝑒𝑑𝑜𝑥. The first requirement is a 
prerequisite for stability while the second makes the battery more efficient and faster in its recharging 
phase. Up to now, computational methods based on density functional theory (DFT) [2] have been 
widely employed for studying 𝐸𝑓  and 𝑉𝑟𝑒𝑑𝑜𝑥. However, when the compositional space of materials is too 
large, DFT becomes computationally expensive and very time-consuming. In fact, on one side DFT 
requires several iterative steps to optimize crystal geometry and obtain an accurate description of the 
material, while on the other side, the computational limits make it difficult to use for large scale 
analysis. To achieve this task, many machine learning (ML) methods based on graph neural networks 
(GNNs) have been proposed in the past few years [3-7]. They can learn physical properties from large 
material databases during the training phase and predict the values of such properties when new 
material structures are given to them, during the inference phase. The advantage of ML is that once the 
training is performed, we can predict physical quantities in about a few seconds for thousands of 
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crystals using GPUs. Conversely, DFT methods can take many core/hours over CPUs, and many 
attempts to move DFT algorithms on GPUs [8-10] are still far from achieving the same speed of many ML 
methods.  

 

Methods  
In this paper we make use of GeoCGNN as ML method alternative to DFT. GeoCGNN is a geometric 
enhanced convolutional graph neural network introduced for predicting crystal properties [11]. Its 
structure is the following. It takes as input a file called CIF, containing information about the atomic 
positions and cell parameters of the crystal and then it generates a multi-graph considering the 
information of the topological and geometric structure of crystals, periodicity, lattice vector, and cell 
volume. The multi-graph consists of nodes representing atoms, and a set of edges representing atomic 
interactions. This network proceeds by updating the node features with a series of gated convolutional 
blocks (CGN). Each output of these blocks goes into a pooling layer and finally, a multilayer perceptron 
(MLP) is applied, which returns the prediction of the physical quantity of interest. Even if it sounds 
simple, this network has several hyperparameters to be adjusted to obtain accurate predictions. Some 
of them are the dimension of the feature vectors for the nodes of the multi-graph, the number of CGN 
blocks and MLP layers, and other important parameters related to the training strategy adopted, such 
as learning rate and batch size. Once the optimal values of the hyperparameters are found, we can set 
them for our network and perform training to find the best values of the learnable parameters. Finally, 
the network is ready to be used in the inference phase for predicting new crystal materials useful for 
battery applications. However, the tuning of the hyperparameters can be computationally expensive. 
Indeed, we need to check several values of them and perform training to optimize the learnable 
parameters. The optimal values of hyperparameters must be the ones which minimize a given cost 
function. More details are reported in the next subsection. 
 

Hyperparameter tuning and training 
For tuning the hyperparameters, we consider the Material Project (MP) database [12]. It contains more 
than 150 thousand CIFs of crystals associated with the formation energy value and more than 4 
thousand couples of discharged and charged cathode materials associated with a redox potential 
value, both computed via DFT. The first dataset is therefore used for predicting 𝐸𝑓, while the second for 
𝑉𝑟𝑒𝑑𝑜𝑥. In this latter case, a single instance consists of a couple of CIFs, respectively, for the discharged 
and charged crystals involved in the so-called, intercalating reaction happening in the battery. The 
GeoCGNN network for the redox potential prediction is therefore slightly modified to take two CIFs as 
input. The optimal hyperparameters for the prediction of 𝐸𝑓  has been already found in [11], so we do the 
tuning only for the GeoCGNN applied on 𝑉𝑟𝑒𝑑𝑜𝑥, since its network structure has been modified. 
For this purpose, we split the cathode material dataset into 20% for testing and 80% for training and 
validation. This latter is used for tuning. We also employ a 15-fold cross validation technique, which 
means we do fifteen training optimizations, each time choosing a different validation set. For each 
training process we use the Adam optimizer and mean squared error (MSE) as the loss function to 
minimize. Details of this analysis can be found in Ref. [13].  

 

Fig.1: Training for the formation energy per atom (left), and redox potential (right). 
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On Fig. 1, we show the training for 𝐸𝑓  and 𝑉𝑟𝑒𝑑𝑜𝑥  where the shaded area comes from the error calculated 
with the 15-fold cross validation. Also, for 𝐸𝑓, we have split the dataset as 80% for training and validation, 
and 20% for testing. In both cases, the network learns very well from the data with no sign of over- or 
under-fitting. The small error bars of Fig. 1 indicate a small variability by the training sample used.  

 

Computational details 
We tested the GeoCGNN code on the CRESCO ENEA infrastructure, to check its performance over 
different GPU models available in it: V100 accessible on the cluster CRESCO6; RTX6000 on CRESCOB, 
A100 and H100 on CRESCO5F (currently dismissed). In Fig. 2 (left), we report the speed-up over 
different GPUs for the training of 𝐸𝑓, that we define as 𝑠𝑖 = 𝑡𝑅𝑇𝑋6000/𝑡𝑖, with 𝑡𝑖  the average time spent 
on each training step for the GPU 𝑖. We find H100 to be the most performing one. 

 

Fig.2: Speed-up on the training steps for formation energy per atom (left). Time spent for evaluating the formation 
energy per atom of 30627 crystal structures (right). 

 

The right plot of Fig. 2 shows the time spent in the evaluation of 𝐸𝑓  for 30627 crystal structures. It is 
evident that a single crystal structure evaluation takes not more than 10−3𝑠 in the worst case (RTX6000) 
and around 4 × 10−4𝑠 in the best case (H100). We have obtained similar and consistent results also in 
the 𝑉𝑟𝑒𝑑𝑜𝑥  study. Upon this benchmark, we have run our training, finetuning and testing calculations on 
the cluster XCRESCO, which is the largest cluster of GPUs in CRESCO. It contains sixty nodes with 4 x 
NVIDIA Volta V100 GPUs/node, each one with Nvlink 2.0 connection and 16GB of memory. The large 
availability of GPUs of this cluster has been fundamental for launching in parallel many training 
calculations for the k-fold cross validation and over many different sets of hyperparameters. Regarding 
𝑉𝑟𝑒𝑑𝑜𝑥, the time taken for training and a single cathode material evaluation has been on average 
55 𝑚 and 1.5 × 10−3𝑠 respectively; while for 𝐸𝑓, we got 7 ℎ and 10−3𝑠, respectively for training and 
single crystal evaluation. To give a comparison with DFT, traditionally used for such computations, we 
report in Fig. 3 the time distribution of 765 crystal structure relaxations with Quantum Espresso [14,15].  

 

Fig.3: Distribution relaxation times of 765 random crystal structures with Quantum Espresso [14,15]. 
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Except for the training phase, which must be done only once, the predictions of physical quantities take 
less than a second, while using DFT methods the study of each crystal structure can take several hours. 
This makes GeoCGNN extremely advantageous compared to DFT. 
 

Testing and conclusion 
The remaining 20% of the MP dataset of all crystals and cathode materials is used for testing the 
prediction capabilities of GeoCGNN of 𝐸𝑓  and 𝑉𝑟𝑒𝑑𝑜𝑥  . In Fig. 4, we show the plot of the predicted values 
of 𝐸𝑓  and 𝑉𝑟𝑒𝑑𝑜𝑥  with respect to the target quantities given in the MP database, together with the MAE, 
averaged over 15 training optimizations according to the 15-fold cross validation. The small MAE for 
both these quantities indicates good agreement with DFT calculations and a good generalization of the 
network. In conclusion, we have seen how GeoCGNN is fast and accurate in the prediction of physical 
quantities of interest for cathode material search. The training of this network is therefore a first step 
through a large screening of many unexplored crystals to find cathode materials which can be good 
candidates for new energy storage technologies, conceivably better than the current widely used 
lithium-ion batteries. 
 

 

Fig.4: Formation energy per atom (left) and redox potential (right) GeoCGNN prediction compared to DFT 
calculated values in Materials Project [12]. The dotted red line is the optimal case 𝑦 = 𝑥.  
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ABSTRACT. This In recent years, the Mediterranean region has experienced 
intense cyclones with heavy precipitation, resulting in severe flooding with 
multiple fatalities and significant damage to infrastructures. Additionally, the 
basin is increasingly recognized as a climate change hotspot. For these 
reasons, it is fundamental to understand how Mediterranean cyclones respond 
to climate change, identifying the key processes driving these changes. 

Our study is the first combining CMIP6 models with a high-resolution 
atmosphere-ocean coupled regional climate model (ENEA-REG) over the 
Mediterranean to investigate changes of intense cyclones under three SSP 
scenarios (SSP5-8.5, SSP2-4.5, SSP1-2.6). Despite a strong reduction in the 
number of intense cyclones and a subsequent decline in seasonal 
precipitation, our results underscore a significant increase in cyclone-related 
extreme precipitation, especially under the SSP5-8.5 scenario. 

These results offer valuable information for regional climate impact 
assessments in the Mediterranean basin and highlight the importance of 
combing different models within coordinated frameworks to disentangle the 
influences of large-scale forcings and regional climate processes on the future 
Mediterranean climate under varying radiative forcing levels.  

 

Introduction 
Recent floods in southern Europe, primarily driven by extratropical cyclones and intensified by climate 
change, have had severe socioeconomic consequences. Notable episodes include the floods in central 
Italy in 2023 and in Valencia in 2024, both resulted in large economic losses, societal disruption, and 
fatalities. Additionally, the Mediterranean basin is increasingly recognized as a climate change hotspot 
[1]. For these reasons, understanding the impact of climate change on the interplay between cyclones 
and precipitation is more critical than ever. 
Cyclogenesis in the Mediterranean region is driven by the intrusion of upper-tropospheric systems, 
caused by Rossby wave breaking over the Atlantic Ocean [2]. Cyclone development then depends on 
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both large-scale baroclinic forcing and deep convection near the cyclone centre, which generates 
potential vorticity critical for its intensification. Maximum intensity, denoted by the lowest sea level 
pressure (SLP), tend to occur over maritime areas, in the Gulf of Genoa and in the Adriatic, as well as in 
the Ionian and Aegean Seas. Global warming is expected to increase atmospheric moisture and 
potential energy available for convection at the surface, fostering moisture convergence, uplift and thus 
the precipitable water during intense cyclones. However, changes in baroclinic forcing can either 
amplify or inhibit these processes, highlighting the complex interplay of factors influencing 
precipitation response to climate change in the Mediterranean region.  
Previous studies based on CMIP5 [3] highlight a climate paradox for future Mediterranean precipitation: 
while mean precipitation is expected to decline, leading to aridification and water scarcity due to 
reduced cyclonic activity, cyclone-related precipitation is projected to increase in the north-central 
Mediterranean but decrease in the southeast. However, there is a pronounced inter-model spread 
regarding these changes, and the underlying mechanisms are not yet fully understood.  
This study uses both global (CMIP6, Coupled Model Intercomparison Project Phase 6) and regional 
(ENEA-REG [4], Table 1) climate projections to evaluate the changes in Mediterranean cyclones 
characteristics and associated precipitation under three Shared Socioeconomic Pathways (SSP5-8.5, 
SSP2-4.5, and SSP1-2.6) [5].  
 
Methodology  
One high-resolution atmosphere-ocean coupled regional climate model (ENEA-REG [4]) and six CMIP6 
global climate models (Table 1) are used in this study. Four different simulation periods are analysed, 
i.e. one historical (1982-2014) and three future scenarios (2015-2100): SSP5-8.5, SSP2-4.5 and SSP1-
2.6. 
To identify Mediterranean cyclones, a cyclone tracking algorithm [6] is applied to ENEA-REG, CMIP6 and 
CMIP6-HR simulations, as well as to ERA5 reanalysis, over the Med-CORDEX domain (Fig. 1). The 
tracking method uses Mean Sea Level Pressure (MSLP), at 6 hourly intervals, to detect cyclone centres. 
Only cyclones with a minimum SLP below 1000 hPa and located within the area outlined by solid lines 
in figure 1 are classified as “intense Mediterranean cyclones” and included in this study. This allows to 
remove small cyclonic features that typically have limited influence on climate dynamics and extremes 
of the Mediterranean area. 
The same methodology has been already applied in the hindcast (ERA5 driven) simulation of ENEA-REG 
[7], which highlighted how the model accurately represents the cyclone track statistics, i.e. intensity, 
lifetime and speed, as well as season cycle and spatial distribution. 
 

Table 1: List of analysed regional and global climate models. 

 
Type of model Model name Institution Atmospheric horizontal 

resolution 
Regional climate 

model 
ENEA-REG ENEA, Italy 12 km 

CMIP6 BCC-CSM2-MR BCC, China 100 km 
CMIP6 CMCC-ESM2 CMCC, Italy 100 km 
CMIP6 EC-Earth3 European Consortium 80 km 
CMIP6 MPI-ESM1.2-HR MPI, Germany 80 km 
CMIP6 MRI-ESM-2.0 MRI, Japan 100 km 
CMIP6 NorESM2-MM NCC, Norway 100 km 
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Fig.1: Med-CORDEX domain. Cyclones are retained if their minimum SLP tracking point is present within the area 
outlined by solid lines. 

 
 
Future Mediterranean precipitation paradox  
During the extended cold season, both ENEA-REG and the ensemble of CMIP6 simulate a significant 
decrease in the number of intense Mediterranean cyclones (34-39% under SSP5-8.5; Fig. 2a) and in 
seasonal precipitation (12-14% under SSP5-8.5; Fig. 2b) with increasing greenhouse gas (GHG) 
emissions across the three analysed SSP scenarios. In clear contrast, extreme (99th percentile) 
precipitation associated with these cyclones (Fig. 2c) is projected to increase by up to ~19% by the end 
of the century under the high-emission scenario (SSP5-8.5). This intensification aligns with radiative 
forcing trends under the various emission scenarios (inset Fig. 2a), as increased energy in the 
atmosphere fuels these cyclonic events. Notably, ENEA-REG simulates more intense cyclones and 
stronger extreme precipitation than the CMIP6 ensemble, benefiting from its finer resolution. 
Despite the large spread in future projections, reflected by the standard deviation among CMIP6 models 
(shaded areas in Fig. 2), our analysis highlights the important role of Mediterranean cyclones on the 
extreme precipitation trends and reinforces the climate paradox for the Mediterranean basin: if GHG 
emissions continue to rise, the region will experience lower seasonal precipitation due to reduced 
cyclonic activity, while even more extreme precipitation during intense cyclones. The combination of 
increased aridity and amplified precipitation extremes is expected to heighten the risk of inland flooding 
from these storms, posing substantial challenges for the densely populated areas of the 
Mediterranean. 
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Fig.2: Temporal evolution of intense Mediterranean cyclones and associated extreme precipitation. Time series 
for (a) the number of intense Mediterranean cyclones, (b) seasonal Mediterranean precipitation (averaged over the 
Mediterranean domain outlined by dashed lines in Figure S1) and (c) the extreme (99th percentile) precipitation 
associated with intense Mediterranean cyclones (averaged over the number of cyclones each year). All time series 
are smoothed using a 20-year moving average. Results are shown for the ONDJFM cold season in ENEA-REG 
(dashed lines) and the CMIP6 ensemble (solid lines), covering the historical period (black lines) and future 
scenarios SSP 5-8.5 (red), SSP2-4.5 (orange) and SSP1-2.6 (blue). The colour bands indicate the standard 
deviation for the CMIP6 ensemble. The percentages at the end of the time series show the changes of the end of 
the century compared to the historical mean. Panel (a) includes an inset showing the evolution of anthropogenic 
radiative forcing under different SSP scenarios. 
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ABSTRACT. This study numerically investigates a dual-stage NH3/H2 burner 
system that integrates a cyclonic Moderate or Intense Low-oxygen Dilution 
(MILD) combustor in the primary stage with a Jet-In-Crossflow (JICF) 
arrangement in the secondary stage. Operating under a Rich-Quench-Lean 
(RQL) strategy, the burner facilitates ammonia pyrolysis and hydrogen 
production in the rich primary stage, followed by lean, diffusion combustion in 
the secondary stage to achieve low NOx emissions while consuming the 
unburned fuel. The results demonstrate the effectiveness of the proposed 
design in achieving stable, low-emission operation, providing valuable insights 
for the development of advanced ammonia-hydrogen combustion systems. 

 

Introduction 
The growing need for efficient and clean-burning solutions has driven the evolution of modern 
combustion systems. Among the various approaches, NH3/H2 blends have been identified as a 
potential high-efficiency alternative to hydrocarbon fuels for gas turbine engines [1]. Compared to 
hydrogen, ammonia offers significant advantages [2], and, in many cases, it is feasible to consider 
generating the necessary H2 for co-firing processes by locally decomposing a part of the available NH3 
supply. Recent findings suggest that adopting a two-stage RQL strategy enhances flame stability and 
lowers emissions in NH3-fired combustors [3,4]. The actual technologies implemented in the first 
stages use classical premixed jet combustors [4]. An alternative solution is investigated in this research 
work, where MILD is applied to the rich conditions of a primary-stage cyclonic burner at high pressure 
(5 bar). Operating under rich MILD conditions, this stage generates incomplete combustion products 
and NH3 conversion into H2 by maintaining a low temperature of the hot products. These are 
subsequently burnt in a lean secondary stage that incorporates four distinct JICF arrangements for air 
dilution. The objectives of this research are twofold. First, with the aid of RANS simulations, we aim to 
characterize the flow field and combustion behavior in the dual-stage high-pressure burner, with 
particular emphasis on the transition dynamics between the two stages. Second, we investigate only in 
the second stage the complex pollutant formation pathways, focusing on NOx by means of DNS. 
 
Computational Setup 
In this study, we first perform a set of RANS simulations to investigate different equivalence ratios 
coupling between the Laboratory Unit Cyclonic (LUCY) burner geometry [5], used as the first stage 
(φ=1.0-1.3), and a square duct with four normal JICF as the second stage (φ=0.125-0.3), at 5 bar (see 
Fig. 1). The LUCY configuration consists of a prismatic chamber of 20×20×5 cm3. The feeding system is 
composed of two antisymmetric pairs of inlet jets, while the gas exit is located orthogonally to the inlet 
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jets and in the centre of the chamber bottom face. The oxidizer (air) and fuel (NH3) injectors consist of 
cylindrical ducts with internal diameters of 0.8 cm (oxidizer) and 0.15 cm (fuel). The oxidizer flow was 
preheated to the temperature of 550 K, whereas the fuel stream was fed at 300 K. In the second stage, 
the square duct (L=2.2 cm) exiting from LUCY is equipped with four slotted rectangular air jets (6×1.1 
mm) preheated at the temperature of 750 K. The RANS simulations are carried out using the commercial 
code ANSYS Fluent. The numerical setup related to the LUCY first stage (not reported here) was 
validated through comparison with the experimental data available in the literature at one atmosphere 
[5]. Through this series of RANS simulations, the optimal equivalence ratio coupling between the first 
and second stages was evaluated to achieve the highest NH3-to-H2 conversion. The equivalence ratios 
chosen are φ=1.025 for the first stage and φ=0.125 for the second one.  
In the second part of this study, the RANS simulation of the chosen configuration is used to initialize the 
flow domain for the DNS of the second stage. The final mesh has approximately 1.5B cells. The DNS 
simulation is conducted through the code HeaRT [3]. A staggered finite-difference scheme is used to 
solve the compressible, reactive N-S equations, where each chemical species has its individual 
transport equation. Diffusive fluxes are calculated using a second-order accurate centred scheme, and 
convective terms are modelled through the AUSM+-up method, coupled with a hybrid third/fifth-order 
accurate WENO interpolation. The Hirschfelder and Curtiss approximate expression [7] is used to 
model the molecular transport in the multicomponent mixture. Moreover, the Soret thermo-diffusive 
effect and pressure gradient diffusion are considered. Kinetic theory is used to compute the thermo-
diffusion coefficients and binary diffusion coefficients of the n-th species. Dynamic viscosity and 
thermal conductivity for individual chemical species are pre-calculated using software libraries [8,9]. 
Mixture-average properties are estimated using Wilke's formula with Bird's correction for viscosity 
[10,11], and Mathur's expression for thermal conductivity [10,12]. A sketch of the computational 
domain used in DNS is shown in Fig. 1. 
 

 

 

Fig. 1: (Left) Schematic of the computational domain for the RANS simulations with highlights of the first and 
second stage. (Right) Schematic of the computational domain and boundary conditions for the DNS simulation. 

Results 
The MILD first-stage cyclonic burner field exhibits an organized flow structure. In Fig. 2, the velocity 
streamlines illustrate a robust recirculation zone that enhances residence time and stabilizes the 
combustion process, enabling partial decomposition of the unburnt NH3 into H2. At the exit of the first 
stage, the hot products contain a mean concentration of unburnt NH3≈200 ppm and H2≈14000 ppm. 
These high-temperature gases are rapidly diluted with excess air from the second stage to completely 
oxidize the fuel they contain. Figure 2 also shows an instantaneous three-dimensional visualization of 
an iso-surface of the Q-criterion coloured by temperature, highlighting the complex turbulent field 
inside the chamber. As the dilution jets penetrate inside the chamber, Kelvin-Helmholtz hydrodynamic 
instabilities immediately arise, followed by a rapid breakup of the shear layers that leads to smaller 
turbulent structures.  
Figure 3 depicts the temperature field in the central longitudinal x-y plane. The high-temperature flue 
gases exiting the first stage undergo a local temperature reduction upon mixing with fresh air; however, 
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the subsequent combustion of hydrogen results in a temperature rise, with the flow reaching 
approximately 1950 K at the outlet of the second stage. Figure 3 also shows the NO (dppm) 
concentration field in the same plane. The NO production is mainly located in the leeward side of each 
jet, as well as in the windward side and at the centre of the chamber in front of the jets. As the flow 
develops, the concentration drops, reaching an average value of the order of 200 ppm at 4 cm from the 
jet injection point (see also Fig. 2). 
 

              
 
Fig. 2: (Left) RANS results of the burner featuring contours of NO at the outlet section, temperature field at the 
middle plane of LUCY, and OH at x=0.0 m; (Right) DNS snapshot of Q-criterion iso-surface coloured by 
temperature, contour of NO in the outlet section, and the stream traces of the swirl-driven flow coming from the 
first LUCY stage, coloured by YH2. 

 

 

Fig. 3: (Left) Contours of the temperature, and (Right) NO [dppm] in the central longitudinal x–y plane.

 

Fig. 4: (Left) Mixture fraction Z PDF coloured by mean temperature. (Centre) Mean NO, NO2, N2O [dry-ppm] as 
function of the mixture fraction Z, and (Right) NO formation pathways [Kg m-3 s-1] as a function of the mixture 
fraction Z, (dashed-dot line) total NO formation rate. 

 

Figure 4 shows the mixture fraction probability distribution function in the combustion chamber 
coloured by mean temperature. There are two visible peaks, the more intense is related to the inlet 
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boundary conditions with a mean inlet temperature of ≈2000 K and a second one at Z=0.67 with a mean 
temperature of 1870 K. The higher temperatures are located at Z>0.3 so the NO production is in rich 
combustion regions. The same figure shows the mean NO, NO2, N2O concentration as a function of 
mixture fraction (a Bilger mixture fraction defined by the elemental mass fractions of H and O is adopted 
being 0 in the oxidizer and 1 at the inlet fuel mixture coming from the combustor first stage). The NO 
concentration peak is around Z≈0.9 at rich conditions in contrast to what happens when a fuel jet is 
injected in air crossflow where the heat release maximum rate is located at low value of the mixture 
fraction. Figure 4 also shows the total NO formation rate (dash-dot line) and the most relevant NO 
formation pathways (their sum captures very well the total NO formation rate) as a function of the 
mixture fraction. NO is mostly formed through HNO and Zeldovich pathways reactions, while it is 
consumed in lean regions through NO2 pathways. This suggests that it is of paramount importance to 
rapidly decrease the fuel temperature through mixing with air and thus decrease the effect of Zeldovich 
mechanism. 
 
Conclusion 
The numerical investigations employed in this study, spanning RANS and DNS methodologies, provide 
critical insights into the fluid dynamics, combustion behavior, and pollutant formation pathways. The 
first stage produces an average NO value of 150 ppm at the outlet with an average temperature of about 
1900 K, but is unable, even under stoichiometric conditions, to burn all the fuel.  The second stage burns 
the residual fuel under globally lean conditions with an average temperature at the outlet of about 2000 
K and an average NO value of 200 dppm. Overall, this investigation paves the way for the development 
of advanced combustion systems that leverage NH3/H2 blends as viable alternatives to conventional 
hydrocarbon fuels. The dual-stage burner system, with its innovative configuration and operational 
strategy, offers a promising solution for achieving sustainable and clean energy generation in gas 
turbine applications. Next steps of this research will focus on the validation of these findings at higher 
pressures (25 bar) and different operating conditions (equivalence ratios of the first and second stage) 
to further refine and validate the proposed configurations. 
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ABSTRACT Inertial confinement fusion requires a constant search for the most 
effective materials for improving the efficiency of the compression of the 
capsule and of the laser-to-target energy transfer.  Foams  could  provide  a  
solution  to  these problems, but they  require  further  experimental  and 
theoretical investigation.  The new 3D-printing technologies, such as the two-
photon polymerization, are opening a new era in the production of foams,  
allowing  for the fine control of the material morphology. Detailed studies of 
their interaction with high-power lasers in regimes relevant for inertial 
confinement fusion are very few in the literature so far and more investigation 
is needed. 3D simulations of the laser-target interaction performed with the 
FLASH code on the CRESCO6 cluster have been used to investigate the 
hydrodynamics due to laser-matter interaction, obtaining a good agreement 
with the experimental data collected on the ABC facility. 

 
 

Introduction 
The unique interaction of high-power lasers with micro-structured materials, such as foams, 
and the evolution of the plasma generated by laser action have proven to be valuable for 
various applications. These materials have been utilized as efficient sources of X-rays [1],  
enabling  the  study  of  shock  waves  [2],  equations of state [3], and efficient particle 
acceleration, including neutron and betatron generation with short laser pulses [4]. In 
particular, their applications in Inertial Confinement Fusion (ICF) are significant due to their 
ability to enhance laser absorption [5], smooth laser inhomogeneities in the transverse energy 
profile [6], and enhance the ablation loading on a substrate [7]. Recently, low-density foams 
have been shown to reduce the SBS instability, which is linked to an increased ratio between 
the ion and electron temperatures  [8, 9].  They  are  also  being  suggested  to be employed 
within hohlraums to prevent wall expansion [10, 11] and function as support material for liquid 
nuclear fuel, known as wetted foams [12, 13]. Recent advancements in manufacturing, 
simulations, and diagnostics are paving the way for a deeper and more fundamental 
exploration of the characteristics of the plasma generated by the action of high-power lasers. 
Until recently, chemical processes were used to manufacture foams of light elements.  This  
involves  creating  a  gel  and  removing  the  solvent  (see  [14]  for  a review). These foams, 
called “chemical” foams, are cost-effective and  can  be  produced  quickly.   However, their 
structural parameters, such as pore size, solid part thickness, and average density, can only 
be precisely controlled within specific ranges and may vary from sample to sample due to 
stochasticity. Additionally,  handling these soft and fragile  materials  during  manufacturing  
and experiments poses challenges. In contrast, Laser  Direct Writing (LDW) Multi-Photon 3D 
Lithography (MP3DL) technology, based on two-photon polymerization, offers a promising 
solution. This technique enables the production of predictable and reproducible foam 
samples, ideal for laser-matter experiments. LDW is particularly appealing for rapid 
prototyping high-resolution complex architectures for experimental research that demands 



 

62  

advanced material engineering. Recent advancements in increasing throughput up to 107 
voxels/s offer promising results for scaling up production for mass-customization. LDW 
allows precise sample morphology design, meeting experimental requirements and 
enhancing performance and diagnostics. Limited high-quality samples still require several 
hours, resulting in high prices.  This technology has a wide margin for new developments to 
meet the required parameters. Foams with densities of 10 mg/cm3or lower and pore sizes 
below 1 µm are necessary for 
smoothing laser energy deposition or enhancing particle acceleration, as per [4, 6]. In this 
range, solid parts can  only be 10s of nm thick. However, 3D printed filaments can only reach 
100 nm, usually set at most at 500 nm for better stability. With this constraint, the average 
energy density obtainable through 3D printing is approximately 10 mg/cm3 with a 10 µm 
separation, as per [15]. Making foams  with  larger  densities  above  50  mg/cm3  and pore sizes 
of a few microns is less demanding. Various foam morphologies, such as body-centered, 
octect truss, or Voronoi lattices, can be explored, leading to smoother shock fronts and high-
performance implosions. Such high densities, of the order of 100s of mg/cm3, are required for 
studying hydrodynamic surrogates of wetted foams [13, 16] or laboratory astrophysics 
experiments [17]. 
 
Simulating the interaction of a high-power laser beam with chemical foams is challenging due 
to their varying  scales.  Chemical foams have filament thicknesses from 10s to 100s of 
nanometers and pore sizes from a few to tens of micrometers, making the structure 
stochastic. To address this, sub-grid models have been implemented in radiation-
hydrodynamic codes, which don’t significantly impact computational performance but may 
lack accuracy. Simulations with a more fundamental description of the laser-matter 
interaction are preferable. Recent technological advances in target manufacturing, simulation 
codes, and computational hardware enable this approach. Printed foams can have regular 
structures that can be replicated in numerical codes, while parallel radiation-hydrodynamics 
codes and HPC infrastructures allow for more demanding simulations in less time. 
 

 
Figure 1: The initial configuration of the simulation. The domain was 300 µm wide along the x and y axis and 530 
µm  wide  along  the  z  axis.   The  plane  along  which the domain has been cut to show the results of the 
simulations presented is shown with a teal fill and a dashed contour. 
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(a) Case 50C (b) Case 100C 
 

  

(c) Case 50H (d) Case 100H 

 
Figure 2: The different cases of focusing. The light red circle indicates the focal spot, while the small red circle 
indicates its center.  The labels correspond to the following cases:  50C, 50 µm diameter spot with the center on 
the crossing of filaments; 100C, the same as 50C but with a spot diameter of 100 µm; 50H, 50 µm diameter spot 
with the center on the hole between the filaments of all layers; 100H, the same as 50H but with a spot diameter 
of 100 µm. 

 

In this work, we present 3D radiation-hydrodynamics simulations with the FLASH code, 
reproducing the target microstructure using the code’s parallelization capabilities on the HPC 
cluster ENEA-CRESCO6 [18]. The filament thickness and separation in the targets were 
chosen to reduce computational cost and ease sample production. This lengthened the time 
to fill gaps, enhancing physical processes like laser scattering due to plasma refraction from 
filament heating. 
The log-pile morphology reduced material fabrication complexity for a better result. Future 
fusion targets need more random morphologies to reduce asymmetries during compression, 
especially when the foam constitutes the whole capsule, as in Ref. [13]. 
Irradiation  of  regular  planar  structures   is   relevant for understanding fundamental 
processes while keeping manufacturing complexity low and allowing for direct representation 
of the sample in hydrocodes, as done here. 
 
Simulation results 

Before discussing the experimental outcomes,  we  show the results of the numerical 
simulations, which clarify the hydrodynamic behavior of the material under irradiation,  in 
particular regarding the degree of homogenization of the plasma. As we will see in Section 
2.3, due to the large thickness of the filaments, the plasma does not reach the 
homogenization. Therefore, we cannot speak about a shock wave being generated in the  
material  and  we  will  refer to the propagation of the front of the region where the micro-
structure has been ablated as an erosion wave. 

 
Simulation parameters 
To simulate the behavior of the material under irradiation we used the FLASH code [19,20]. 
FLASH is an open-source, modular, multi-physics code in which the plasma fluid equations 
are solved with finite-volume methods on an Eulerian grid. The code has Adaptive Mesh 
Refinement (AMR) capabilities, implicit solvers for diffusion, laser ray-tracing, radiation 
diffusion, and multi-material support with tabulated Equations of State  (EoS)  and  opacities.  
All the simulations were run on the  ENEA  CRESCO  high performance computing 
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infrastructure [18].  The  large filament thickness and inter-filament spacing allowed to directly 
reproduce  the  sample  structure  in  the  code  as the initial  condition  and  complete  the  
simulation  in  a reasonable time, therefore avoiding approximations or specific modeling for 
describing the plasma evolution. The mesh has been chosen to be static rectangular with a 
cell size of about 1 µm in each spatial direction. Such resolution allowed us to properly resolve 
the shock dynamics inside the filaments. The 3D ray tracing available in the FLASH code 
allowed to reproduce the angular incidence of the ABC laser beam on the sample and its 
scattering on the filaments due to refraction by the plasma at the beginning of the interaction, 
before the closure of the empty spaces due to the plasma fill. The EoS used for modeling the 
material under study was the 7592 from the SESAME database [21]. This EoS has been tested 
in experiments involving TMPTA (trimethylolpropane triacrylate) foam in [16] and a good 
agreement with the experiments was found. The density of the filaments was set to be 1.2 
g/cm3, in accordance with the density of the printed material. 
 
Laser pointing and laser scattering 
The initial setup of the simulation is shown in Figure 1. We used two  focal spot diameters.  The 50 µm 
diameter was  of the same order of the separation between the filaments in each single layer, while the 
100 µm diameter could completely cover a square of four elementary cells. For each focal spot size, we  
can identify two limit cases in terms of the position of the center of the focal spot, as depicted in 
Figure 2. Since we used an f /1 lens in the experiments, distinguishing between these two 
cases has an important relevance, as we will see shortly. We will refer to each of the cases, 
from here on, with the following labels: 100C, 
100 µm diameter spot with the center on the crossing of filaments of the first layer; 50C, the 
same as 100C but with a spot diameter of 50 µm; 100H, 100 µm diameter spot with the center 
on the through hole between the filaments of all layers; 50H, the same as 100H but with a spot 
diameter of 50 µm. 
 

 
 

Figure 3: The density plots at different times for the 50C case. The red dashed line indicates the initial position 
of the back side of the target. 

 

Erosion wave speed 
Figure 3 shows the time evolution of the density of the target material and of the laser-
generated plasma in the  50C case as an example. We  see  that  after  1  ns  the target structure 
is still almost intact, with shock waves propagating into the filaments of the first two layers. In 
these case we can also observe that the centers of the filaments of the first two layers are 
slightly displaced from their original position in correspondence of the laser focal spot. The 
motion of the heated filaments appears to be symmetric. From the images in Figure 3 we can 
readily see that during the laser pulse only a partial homogenization   of the plasma is 
achieved. 
The breakout time was measured also experimentally, finding a good agreement with the 
numerical results. 
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Conclusions and future developments 
Understanding the physics underlying the plasma evolution in foams presents a significant 
challenge, both from a theoretical and experimental perspective. The inherent randomness of 
the internal structure of chemical foams has hindered our ability to probe the plasma within 
the material and accurately simulate it for decades. 
This work represents one of the few numerical and experimental efforts in the literature [13, 
22–24] devoted  to the study of the behavior under irradiation of printed  foams.  The structure 
of the samples used in this work   was conceived to enable 3D simulations with a reasonable 
computational effort, widening the spatial scales at play. This allowed to explore the evolution 
of the plasma in detail. As discussed in Section 2, in our conditions no  shock wave developed, 
because the homogenization of the foam was never reached. We rather observed the process of 
progressive destruction of the material, which we called an erosion wave. The simulations also show 
that a regular structure with a large  separation  between  the  filaments as in our samples leads to a 
fraction  of  laser  energy  being scattered inside the material in  the  beginning  of  the interaction. This 
leads to a peculiar behavior of the plasma, with the formation of zones where the erosion is more 
efficient, with a less smooth front of the erosion wave. The resolution of the mesh adopted in the 
simulations and the number of laser rays used in the ray tracing package proved to be adequate for the 
problem at hand, allowing to properly resolve the main physical processes at play. 
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ABSTRACT. Over the last decade, interface engineering utilizing self-assembled 
monolayers (SAMs) has emerged as a crucial approach for enhancing the 
power conversion efficiency (PCE) of inverted perovskite solar cells (PSCs). 
Indeed, when used as hole-transport layers (HTLs) anchored on metal oxide 
surfaces, SAMs could form ordered, thin layers that improve the charge 
extraction from the perovskite and reduce recombination losses. In this work, 
we present the in silico design of three novel organic SAMs. The molecular and 
electronic properties of the three molecules have been investigated by means 
of Density Functional Theory (DFT) and Time Dependent Density Functional 
Theory (TDDFT) when in solution and when anchored on the ITO surface for a 
possible application in inverted PSCs. The outcomes of this study will 
contribute to rationalizing SAMs’ adsorption features, as well as structural 
factors affecting the mechanism of ordered film formation. 

Introduction 
Perovskite solar cells (PSCs) have garnered significant attention within the photovoltaic community due 
to their remarkable power conversion efficiency (PCE) [1]. However, their commercialization is still 
limited by issues of long-term stability. There are two main configurations for PSCs: direct (n-i-p) and 
inverted (p-i-n). The p-i-n configuration demonstrates enhanced stability and greater compatibility with 
flexible and tandem devices. It features a transparent conductive oxide (TCO) layer in contact with the 
hole transport layer (HTL), on which the perovskite is grown (Fig. 1). Thus, the HTL is a vital component 
of PSCs, as it significantly influences the crystal properties of the perovskite absorbing layer. 
Additionally, it plays a key role in the extraction and transport of holes from the perovskite to the counter 
electrode [2]. In this framework, self-assembled monolayers (SAMs) anchored on metal oxides have 
recently been used as HTLs in p-i-n PSCs, as they are cost-effective, stable, and can be used without 
additives, boosting the PCE of p-i-n above 26% [3]. SAMs are generally composed of three groups: the 
anchoring group, usually a carboxylic or phosphoric acid, which should have a good affinity for the 
metal oxide surface and allows the SAMs to be adsorbed, the terminal group capable of hole extraction 
that determines the surface and interface properties, and a linker that connects the two groups (Figure 
1). In recent years, research efforts have been made to design novel SAM molecules to be employed as 
HTLs, demonstrating that interface engineering with the use of SAMs could be a valid strategy to 
improve the charge transfer at the perovskite/HTL [4]. Indeed, SAMs could establish covalent bonds 
with the metal oxide surface, generally indium tin oxide (ITO), forming a long-range molecularly ordered 
film which improves the charge extraction from perovskite thanks to better energy levels alignment and 
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decreases the recombination losses [5]. However, the design of closely packed SAMs is still 
challenging, and efforts should be made to test alternative molecules with improved terminal groups to 
tune the interfacial interaction with the perovskite. In this context, this study dissects the in silico design 
of a novel class of organic SAMs with a hole-extracting unit functionalized with various substituents and 
linked to a phosphoric acid anchoring group. Building on our experience on the design and 
characterization of novel HTLs for PSCs [2, 6, 7], we fully characterized the novel compounds by state-
of-the-art Density Functional Theory (DFT) methods to investigate their possible application as SAMs 
for HTLs in p-i-n PSCs. We uncovered their structural and electronic properties when in solution, but 
also their interfacial contacts with the ITO surface, exploring the factors influencing the formation of a 
densely packed self-assembled film. The designed compounds were further synthesized and, in perfect 
agreement with the computed results, the experimental characterization further confirmed the 
designed SAMs as valid HTLs in p-i-n PSCs. Ultimately, PSCs containing the designed SAMs were 
fabricated, yielding outstanding PCE values [8].  

Fig.1: Schematic representation of an inverted PSC and the SAMs’ composition. 

Computational Methods 
All the calculations on isolated molecules were performed by using the Gaussian 16, Revision C.01 
suite of programs [9], while the chemisorption of the designed compounds on the ITO surface was 
carried out with the SIESTA 4.1 program package [10]. The latter was implemented on HPC 
CRESCO/ENEAGRID infrastructures. We employed the DFT and TDDFT methods, as implemented in 
Gaussian 16, to calculate the minimum energy structures of the novel molecules and to investigate 
their molecular dipole moments, energetic alignment with the perovskite, and UV-Vis properties in 
solution. Stacking models of the three SAMs were also simulated to understand the interactions and 
arrangements that influence the formation of self-assembled films. Additionally, we used periodic DFT 
simulations along with Troullier–Martins norm-conserving pseudopotentials on SIESTA 4.1 to 
characterize the ITO surface and to optimize the most stable SAMs/ITO systems, taking into account 
dispersion forces by means of the D3BJ damping scheme [11]. A standard calculation of SAMs/ITO 
interface required 20 nodes, 192GB of RAM per node, and 50GB of storage.  

Results and Discussion 
The investigation of the molecular and electronic properties of the isolated novel compounds revealed 
that they have i) correct energetic alignment with the perovskite, allowing for efficient hole extraction, 
ii) absorption maxima in the UV region of the spectrum, thus not interfering with the perovskite
absorption in the visible region, and iii) suitable molecular dipole moments, favouring a strong dipole
formation at the SAMs/ITO interfaces. The qualitative comparison of the three designed molecules on
the ITO surface helped us to rationalize the adsorption modes. Following the work of Paramonov et al.
[12], the simulation of different adsorption geometries allowed us to uncover the most stable binding
geometries and calculate their binding energies. The simulations revealed that the anchoring group of
the designed compounds can be chemisorbed on the ITO surface with bidentate and tridentate binding



69 

modes. Fig.2 shows a typical scheme of the OH-terminated ITO surface employed in this work and a 
scheme of possible binding modes on the surface. Additionally, the terminal groups of the three 
molecules were found to be responsible for the formation of homogeneous and stable SAMs. This 
finding was further confirmed by simulating stacking models of the three molecules and by advanced 
experimental characterization. Thus, PSCs containing the designed SAMs were fabricated, yielding 
outstanding PCE values, highlighting the potential of the novel SAMs in achieving good performance 
when employed in inverted perovskite solar cells and paving the way for further advancements in the 
field of photovoltaic technologies [8]. 

Fig.2: a) scheme of OH-terminated ITO surface; (b) scheme of possible binding modes. 

Conclusions 
In this study, three novel SAMs were designed and fully characterized to assess their suitability as HTLs 
in p-i-n PSCs. A complete computational analysis allowed us to rationalize the SAMs’ adsorption 
mechanisms and the factors influencing self-assembly. The results emphasize the importance of 
interface engineering in enhancing PSC performance and may offer theoretical guidance for creating 
efficient and stable SAMs. Furthermore, the successful application of these molecules has 
demonstrated benefits in charge extraction, stability, and efficiency of the fabricated p-i-n PSCs. 
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ABSTRACT. First-principles methods are particularly valuable due to their ability 
to predict material behaviour with high accuracy, their applicability to a wide 
range of systems, and the consistency of the outcomes they produce. 
Nonetheless, their application to large or complex atomic systems can be 
computationally intensive, frequently requiring the use of high-performance 
computing (HPC) resources. We report ab initio results obtained for two 
separate types of functional materials: tribological properties of diamond 
surfaces and electrochemical properties of mixed-valence transition-metal 
oxides. The results shown here have been obtained, either partially or entirely, 
by calculations on CRESCO/ENEAGRID HPC infrastructure in the last year. 

Introduction 
The advent of HPC has made it feasible to investigate, entirely in silico, the mechanical, electronic, 
thermodynamic and optical properties of novel materials. This capability is of significant technological 
relevance, enabling the design and optimization of advanced functional materials for tribology 
applications, energy conversion and storage, sensing, optoelectronic devices, and emerging quantum 
technologies. Concerning the mechanical and tribological properties, we report on two relevant 
studies. One work involves the use of DFT calculations for evaluating the role of B dopants to the 
initialization and evolution of wear in diamond surfaces at the atomistic level. As diamond is the hardest 
known material and exhibits remarkable mechanical properties, it is commonly used in protective 
coatings in numerous technological applications [1]. Doping with B is explored in many applications for 
improving adhesion to substrate, wear resistance, biocompatibility and reducing friction, but mixed 
results have been reported in the literature [2, 3, 4]. Therefore, the scope of this study is to assess the 
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impact of B dopants on the behavior of wear in diamond surfaces at the atomistic level. In the other 
work, DFT is being used to probe and analyze the way in which the electronic charge of crystalline solids 
(Cu, Al and diamond) responds to uniaxial strain affecting their mechanical properties. In this report we 
present some preliminary results concerning stress-strain curves and Poisson’s ratio variation with 
applied strain of the three materials. Concerning the electronic and electrochemical properties, we 
report on a relevant study. The work involves mixed transition-metal (NaxTi0.17Ni0.33Mn0.5O2 and 
NaxFe0.17Ni0.33Mn0.5O2) layered sodium manganese oxides (x = 0, 1) [5, 6]. Included in the DFT are the on-
site U Hubbard interactions to accurately model the properties arising from the strongly correlated 
nature of transition-metal 3d states in these lamellar systems. The on-site U Hubbard parameters are 
computed fully from first-principles using linear response theory. For these mixed-valence cathode 
materials, we provide calculated oxidation states and intercalation voltages that show strong 
agreement with experimental data. In addition, sodium-ion migration pathways are analyzed in detail, 
revealing activation energies, underlying diffusion mechanisms, and how these can be modulated 
through substitutional doping. 

Methods 

Wear mechanisms of B-doped diamond 
The B-doped C(001), the C(110), and Pandey reconstructed C(111) diamond surface orientations were 
used, modelled as slabs in orthorhombic periodic cells with a side dimension of at least 8.75 Å, 
thickness of at least 6 atomic layers and 15 Å of vacuum. In each configuration, a single C atom was 
substituted with B on the surface ([B] = 0.5-1.0 at. %), as B dopants in diamond have been shown to 
occupy substitutional sites [7, 8], preferably towards the surface [9]. Atomistic pulling simulations were 
performed as follows. One surface atom for each model was displaced by 0.25 Å perpendicular to the 
surface and then the model was relaxed by the z-coordinate of the displaced atom fixed. Then, starting 
from the previous positions, the selected atom was further pulled by 0.25 Å and this procedure was 
repeated up to a total displacement of 2.5 Å. In all cases, the middle-most atomic layer of the slabs was 
kept fixed in all directions. The results for the respective undoped diamond surfaces were obtained by 
[10]. For the determination of the ground state properties of our system, i.e. its geometry, total energy, 
single-particle Kohn-Sham orbitals, etc., we employed DFT by using the electronic structure code pw.x 
of the Quantum Espresso suite [11], using of plane-wave basis set and ultrasoft pseudopotentials [12]. 
Quantum Espresso is an open-source suite, released under the GPL license, it makes use of LAPACK 
and BLAS libraries, and presents a hybrid MPI and OpenMP parallelism.  

Mechanical properties under uniaxial load 
DFT calculations are performed using the Quantum Espresso (QE) package [11] using ultrasoft 
pseudopotential [12] and plane waves expansion. For the exchange-correlation functional, the Perdew-
Burke-Ernzerhof (PBE) [13] was chosen, adopting the parameterization by Rabe-Rappe-Kaxiras-
Joannopoulos [14]. All materials are simulated as cubic cells with the xy plane parallel to the 
crystallographic (001) direction, replicated six times along the z-direction, two atoms belonging to each 
atomic plane.  18×18×3, 12×12×2, and 16×16×3 Monkhorst-Pack grids were used to sample the 
Brillouin zone for Al, Cu, and diamond, respectively. The kinetic energy cut-off of 40 Ry (90 Ry), for the 
wavefunctions, and 320 Ry (720 Ry), for the charge density were employed for aluminum and diamond 
(copper). Forces were minimized by employing variable cell calculations, optimizing at the same time 
both atomic positions and cell edges. 

Doping-engineered electrochemical properties 
DFT calculations have been performed employing the Quantum ESPRESSO suite [11], using ultrasoft 
pseudopotentials (USPP) generated with scalar-relativistic calculations [12] and an exchange-
correlation (XC) energy scheme based on the General Gradient Approximation (GGA) by Perdew-Burke-
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Ernzerhof (PBE) XC functional [13]. Grimme’s D3 dispersion correction [15] has been inserted to 
account for van der Waals (vdW) interactions notoriously playing an important role in layered 
structures. Given the proportions of the supercell, the integration over the Brillouin zone required an 8 
×8×4 Monkhorst-Pack grid of k points Due to the presence of magnetic transition-metal atoms in the 
various systems, spin-polarization has been accounted on the magnetic atoms. The on-site Hubbard 
interaction parameters are computed self-consistently in the linear response approach with respect to 
both the structural and electronic properties of the stoichiometry under investigation. 

Results 

Wear mechanisms of B-doped diamond 
The resulting relaxed models after the pulling sequence are shown in Fig.1. While pulling a C surface 
atom from the undoped diamond surface was shown to lead to the formation of an atom chain [10], 
introducing a B dopant alters this behavior, as pulling the B dopant leads to the extraction of only this 
atom and the formation of a vacancy in its place. The B-C bond is known to be longer than the C-C one, 
so it appears that it is also weaker and cannot support the further formation of a chain when B is pulled. 
However, when a C atom in the vicinity of B is pulled, a chain was formed in most cases. The exception 
was in C(001), in which pulling either component of the surface dimer in the B-doped system did not 
lead to the formation of a chain, but only to the removal of the single atom that was pulled.  

Fig.1: Relaxed configurations for the three considered diamond orientations. Results for the undoped systems 
are from [8]. 

Mechanical properties under uniaxial load 
Pressure is applied to the systems reducing the bulk cells dimension along the z-direction and allowing 
the cell to deform within the xy plane, and all the atoms to fully relax. The stress-strain curves of the 
three materials differ qualitatively: while, within diamond, stress grows linearly in the whole strain 
range, both Cu and Al presents points, labelled by capital letters in the top panels of Fig. 2, where the 
stress-strain curves change their slope. At the same strain values also the Poisson’s ratio curve 
presents deviations from a linear behavior.   
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Fig.2: Stress-strain curves (top panels) and Poisson’s ratio (bottom panels) of diamond, copper and aluminium. 

Doping-engineered electrochemical properties 
In the case of the NaxFe0.17Ni0.33Mn0.5O2, in addition to Mn3+/Mn4+ and Ni2+/Ni4+, also the Fe sublattice has 
a redox active role, with the oxidation of Fe3+ to Fe5+ during sodium removal, this is consistent with the 
experimental observations presented in Ref. [5]; while for NaxTi0.17Ni0.33Mn0.5O2 the Ti adopts a 
quadrivalent oxidation state, remaining Ti4+ upon charging with the exploitation of Mn3+/Mn4+ and 
Ni2+/Ni4+ as electroactive redox couples. We confirm the empirical observation that substitutional 
doping creates a shift in the redox potentials: the voltage of the Mn3+/4+ couple is increased by 1.1 V and 
1.4 V going from the pristine NaxMnO2, to the doped manganites NaxFe0.17Ni0.33Mn0.5O2, 
NaxTi0.17Ni0.33Mn0.5O2, as well as a decrease of the sodium migration barrier to 0.19 eV for both the 
structures shown in Fig. 3, resulting from a simultaneous enhancement of the structural stability. 

Fig.3: Energy profiles as a function of the reaction coordinate for sodium-ion diffusion from the edge-share site 
to the face-share site in NaxMnO2, NaxFe0.17Ni0.33Mn0.5O2 and NaxTi0.17Ni0.33Mn0.5O2. 
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ABSTRACT. In this work we present a methodology for studying the Free Open-
Source Software Licenses database extracted from Software Heritage, the 
universal archive of source code. Such approach involves a mix of Machine 
Learning and customised clustering parallelised algorithms, to detect and 
identify some classes of software licenses. 

Introduction 
Software Heritage [3] is an initiative that provides a uniform, universal archive of source code. The rise 
of Free Open-Source Software (FOSS) over the last decades has helped to promote source code 
accessibility. Software Heritage goal is to collect, organise, preserve and make easily available all the 
software source code. Maintaining such an archive is easier if there are more copies of it around the 
world, and ENEA owns the first operative copy of Software Heritage, a mirror. One of the aspects of 
building an archive like Software Heritage is to provide a place where all information about software, 
their public source code and their development history are made available in a uniform data model.  

From this large amount of data, it is possible to develop new analyses by applying recent Machine 
Learning (ML) and Deep Learning (DL) approaches. 

The present work concerns a subset of data from the Software Heritage archive, specifically the dataset 
presented in [5], where the corpus is a collection of 6.9 million unique software license files with 
associated metadata. Starting from this dataset, our goal is to develop an algorithm capable of 
automatically detecting and identifying different software license texts. 

The study of software licenses started in the 1990s, when the first licenses appeared, and the only 
technique used in the beginning was manual inspection by the legal team. In the last decade, with the 
advent of ML and DL, there has been a new way of approaching the task of detecting and identifying 
software licenses. One of the pioneering tools in this field is FOSSology [6], the first detection method 
implemented with ML algorithms. Subsequently, ScanCode was released, a tool derived from 
combining Natural Language Processing (NLP) techniques and multiple matching methods. ScanCode 
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was used in the dataset presented in [9] to identify the licenses name on the basis of its high 
performance. 

In the present work, we introduce a method based on an ML approach combined with a clustering 
algorithm. This method identifies 11 different types of software licenses, exploiting text embedding 
based on a Deep Learning architecture of Transformers, and performs customised clustering that 
identifies and classifies unlabelled license texts. This technique proves effective when analysing texts 
that have a structure based on a standard template. 

We implement the code on the CRESCO/ENEAGRID High Performance Computing infrastructure, on 
the CRESCO7 cluster [7, 8]. 

 

Method 
For the creation of a custom clustering algorithm capable of identifying and classifying 11 different types 
of FOSS licences, we use an embedding based on Bidirectional Encoder Representation from 
Transformers (BERT). This allows each sentence to be represented in a multidimensional space. We 
then construct 11 cluster centres based on the model texts of the selected licence types in order to 
define the centroid of the classes to be detected. Finally, we use ground truth to calculate the accuracy 
and compare our model with the results obtained with ScanCode. In the following sections, we describe 
the dataset and details of the model. 

 

Dataset description 
The dataset under consideration, described in the [5] article, is a collection of 6859189 unique license 
files obtained from Software Heritage by querying all file names that are likely to contain license 
information. All license files in the collection are associated with a list of metadata, including: file 
names, length measures, detected MIME type, contained FOSS licenses detected using ScanCode. 

In addition, there is a subset of 8102 annotated documents randomly selected from the entire dataset. 
These files were manually checked to see whether they were single licenses (4601), multiple licenses 
(713), simple license notices (579) or no licenses at all (or even plain text). This manual check is 
essential to verify whether the licenses noted with ScanCode are correct.  

For our purposes, we only consider the annotated data set for the development of the algorithm. 

 

BERT Embedding 
The first step in our approach involves embedding, i.e. the vector representation of texts. The method 
we use for embedding is BERT, a Bidirectional Encoder Representation from Transformers (introduced 
in [1] and first released on Github [4]). 

BERT is a pre-trained language model that uses bidirectional context to improve performance in natural 
language processing tasks. It exploits the attention model to gain a deeper understanding of linguistic 
context. The architecture of BERT consists of a stack of transformer encoder blocks. The sentences of 
the input text are separated into tokens, two special tokens are added to determine the beginning and 
end of the sentences and each sentence is transformed into a vector as the output of the process. There 
are two training strategies implemented in BERT to improve text comprehension: Masked LM and Next 
Sentence Prediction. The first consists of randomly masking tokens to improve their prediction from 
context. The second separates consecutive sentences to see if there is a link between them. In this way, 
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the model learns an inner representation of the language, which can be used to extract useful features 
for subsequent tasks. 

In the present work we use a pretrained BERT base uncased model with an architecture consisting of 12 
layers, 768 hidden nodes, 12 attention heads, and 110M parameters. 

The output of this BERT model has a dimension (number of layers×number of batches×number of 
tokens×number of features), where the number of layers is 13 because we have 12 layers plus the input 
embedding layer, in our case the number of batches is 1 because we process a single sentence at a 
time, the number of tokens is the number of different tokens identified in the sentence by the model and 
the number of features is 768. 

To feed BERT with our files, pre-processing is necessary. In fact, the dataset consists not only of text 
licenses, but also of html files, images, code, and many other different things. Therefore, we have to 
divide files containing plain text into sentences. When syntactically natural splitting is not possible, we 
divide text every 512 characters, which is the maximum length supported by the embedding process. 
Following this, there are several possibilities in the pooling process, i.e. the process of obtaining a single 
vector of size 1×number of features for each sentence. For our purposes, we consider the concatenation 
of the last four layers of the embedding model in order to obtain an embedding vector of size 3072 for 
each sentence of the license text. 

 

Clustering algorithm  
Once the embedding is defined and applied to the entire dataset, each license file is associated with a 
list of vectors representing the different sentences or parts of the text. Similarly, we apply the BERT 
embedding to the templates of the 11 selected open-source software licenses, the archetypes, which 
are the classes we detect. The selected licenses that define the classes are the most frequent in the 
annotated dataset, namely MIT, Apache, GPL, BSD, ISC, LGPL, AGPL, Artistic, CC0, CCBY, WTFPL. To 
these classes, we added “Unknown” for all other files. With this procedure, we define the centre of 
gravity of our clusters. 

The comparison between a selected license and an archetype is based on the distances between the 
embedding vectors 𝑥 and 𝑦 of both texts. The idea is to check how many embedding vectors have a 
Euclidean distance less than a parameter 𝜀 i.e.: 

𝑑(𝑥, 𝑦) = (∑ |𝑥𝑖 − 𝑦𝑖|2𝑛
𝑖=0 )

1

2 < 𝜀. 

A score is then associated with each class. Based on this score, one has the probability of belonging or 
not belonging to a certain class. 

 
Results and Conclusions 
In this section, we report preliminary results on the accuracy of the model and compare it with the 
performance of ScanCode. For further details we refer to the paper [2] in preparation. 

After postprocessing that homogenises all predicted labels with the ground truth from the dataset, we 
check the accuracy, i.e. the ratio of the number of correct predictions to the total number of input 
samples. Our model reaches an accuracy of 0.9463 on single licenses texts. 

We see that the predictions made by the clustering method are comparable to the detection made by 
ScanCode. The confusion matrices in Fig. 1 show that the detection made by our clustering based on 
the incorporation of BERT and that made by ScanCode are similar. 
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The class in which our approach performs better than ScanCode is the “Apache” class, because many 
of these files are in html format and ScanCode does not detect them as licenses at all.  

To perform the BERT embedding on 8100 different files, we ran the code on a Cresco7 cluster, 
implementing a parallelisation with the MPI standard, on 1 node with 48 processes (average time is 1668 
seconds per process). 

 

 

Fig.1: Confusion matrices of the prediction of the model (left) and the prediction of ScanCode (right) on single 
license texts. 
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ABSTRACT. We investigated the structural and electronic features of the new 
synthetized 2D mixed Sb/Bi-Perovskite Inspired Materials (PIMs) via state-of-
the-art Density functional theory (DFT) calculations. Our DFT results predict 
that the mixed Cs2.4MA0.5FA0.1Sb1.8Bi0.2I8.5Cl0.5 forms stable 2D-ASbX layered 
structure and possesses the necessary features of the nearly direct band gap 
for a high indoor power conversion efficiency. 

Structural and electronic features of 2D Sb/Bi PIM 
Perovskite-inspired materials (PIMs) are attracting growing interest as emerging photovoltaic absorbers, 
thanks to their inherent air stability and low toxicity. In this study, we investigate a novel and promising 
PIM composition, CsMAFA-Sb/Bi, developed through antimony:bismuth co-alloying of a triple-cation, 
vacancy-ordered, antimony-based PIM [1]. 

We investigated the structural and electronic features of the new synthetized 2D mixed Sb/Bi-PIMs 
Cs2.4MA0.5FA0.1Sb1.8Bi0.2I8.5Cl0.5 via state-of-the-art Density functional theory (DFT) calculations, similarly 
to our previous study on 2D-A3(Sb)2X9 PIMs [2]. In particular, we focused our DFT analysis on parent full 
inorganic 2D-Cs3Sb2I9 and Cs2.4MA0.5FA0.1Sb2I8.5Cl0.5 composition. The mixed A3(Sb/Bi)2X9 PIM were built 
up by A3(Sb)2X9 PIM reported in a previous work [2] (Figure 1a). We performed DFT calculations with 
periodic boundary conditions (PBC) employing the light–tier1 basis set of numerical atom-centered 
orbitals (NAO) for each atom [3], as implemented in the Fritz Haber Institute ab initio molecular 
simulations (FHI-aims) code [4,5]. Within the FHI-aims framework, the electrons were described by the 
zero–order regular approximation (atomic ZORA). The Perdew-Burke-Erzenhof (PBE) [6] exchange 
correlation functional was used for all geometry optimizations including the Tkatchenko–Scheffler (TS) 
correction [7,8] accounting for van der Waals dispersion forces. Our relaxed structures present 
maximum forces acting on each atom below 0.02 eV/Å. The Γ-centered (2×2×1) k-points sampling mesh 
was used; these values ensure converged energies within 3 meV/f.u. Since the PBE functional usually 
underestimates the band energy gap, we employed the HSE06-TS hybrid functional to calculate the 
projected density of states (pDOS) and the band energy structures of the PBE-TS optimized geometries. 

According to our calculations, the mixed A(Sb/Bi)X PIM exhibits the typical 2D layered phase [9-14], 
consistently with our previous findings [2], and the introduction of Bi atoms has only a minor effect on 
bulk structure, i.e. both lattice parameters and the stacking between SbI8 octahedra (d1 and d2 in Figure 
1b) are preserved with respect to the Cs2.4MA0.5FA0.1Sb2I8.5Cl0.5 composition (Table 1). 

10  Corresponding author. E-mail: francesca.fasulo@unina.it 
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Figure 1: (a)Bulk structure and lattice parameters of the 2D-A3(Sb/Bi)2X9 PIMs with A=Cs, FA, MA and 
X=I, Cl. Color code: Cs (blue), Sb (red), Bi (violet), I (teal), Cl (green), C (black), N (yellow), H (light pink). 
(b) Stacking between layers: d1 (magenta) and d2 (orange). 

Table 1: Lattice parameters, stacking between layers (d1 and d2 in Figure S14) at the PBE-TS level of 
theory and bandgap (indirect/direct) at HSE06-TS level of theory of 2D-A3(Sb/Bi)2X9 PIMs relaxed 
structures. 

2D-A3Sb2X9 

Lattice parameters/f.u. 

(Å) 

Stacking 

(Å) 

Octahedral 

distortion 

BandGap 

(eV) 

a b c d1 d2 %𝐷𝑜𝑐𝑡  𝜎2 Indirect Direct 

Cs3Sb2I9 8.30 8.30 10.23 6.95 3.28 3% 14.4 1.72 1.77 

A3Sb2X9 8.42 8.32 10.24 6.94 3.29 4% 17.6 1.81 1.85 

A3(Sb/Bi)2X9 8.42 8.32 10.23 6.95 3.29 4% 18.2 1.82 1.87 

 

Additionally, we assessed the average structural distortion for each PIMs structure by evaluating the 
octahedral distortion factors: the bond length distortion index (Doct) and the bond angle variance (𝜎2), 
calculated according to: 

𝐷𝑜𝑐𝑡  =  
1

𝑛
∑

|𝑙𝑖 − 𝑙𝑎𝑣|

𝑙𝑎𝑣

𝑛

𝑖

                     𝜎2 =  
1

𝑚 − 1
∑(𝜙𝑖 − 𝜙0)2

𝑛

𝑖=1

 

where 𝑙𝑖  and 𝑙𝑎𝑣   are the bond length (B-X) and the average bond length, respectively, in BX6 octahedra, 
while m is the number of bond angles (i.e. 12 for octahedra), 𝜙𝑖  and 𝜙0 are the bond angle (X-B-X) and 
the ideal bond angle for a regular octahedron (vertex-core-vertex angles in a perfect octahedron is 90°), 
respectively [15,16]. 𝐷𝑜𝑐𝑡  and 𝜎2 represent the distortion in bond length from the centre of the BX6 

octahedron and the degree of angular distortion from a perfect octahedron, respectively. We observed 
a decrease in B(Sb/Bi)-X(I/Cl) bond length that correlated to an increase in the bond length distortion 
index and a high bond angle variance in the CsMAFA-Sb and CsMAFA-Sb/Bi structures (Table 1). These 
findings highlight a slight octahedral distortion, with a more pronounced effect on the bond angle 
variance attributed to the incorporation of bismuth.  
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The electronic features of the investigated Bi-doped PIMs derivative were analyzed via atom- and 
angular-momentum projected Density of States (pDOS) and band structures (Figure 2). The direct and 
indirect band gap values reported in Table 1 highlight the quasi-direct behavior [2,9-14] is preserved 
even when Bi atoms are present. As for Cs2.4MA0.5FA0.1Sb2I8.5Cl0.5 PIMs [2], the nature of parental Cs3Sb2I9 

band gap is retained, with an increase of both direct and indirect band gap of ~ 0.1 eV (~5%).  The slight 
widening of the bandgap and increased octahedral distortion into SbI6 may indicate a slight reduction in 
the electronic dimensionality of CsMAFA-Sb and CsMAFA-Sb:Bi compared to the parental Cs3Sb2I9. The 
high electron and hole effective mass (Table 2) is consistent with reduced electronic dimensionality of 
the 2D mixed PIMs. However, the incorporation of Bi atoms gets a minor effect in the electronic 
dimensionality of the 2D-PIM, which can be preferred for high-performance photovoltaic materials [17].  

Table 2: Effective hole and electron masses calculated with effmass package [18] via a finite difference 
fitting of valence and conduction bands calculated at HSE06-TS level of theory of 2D-A3(Sb/Bi)2X9 PIMs 
relaxed structures. Masses are expressed as multiple of the electron rest mass m0. 

 Cs3Sb2I9 A3Sb2X9 A3(Sb/Bi)2X9 

mh (m0) 0.53 0.93 0.83 

me (m0) 0.25 0.31 0.31 
 

Furthermore, the investigated mixed Sb/Bi PIM-composition exhibits electronic features very similar to 
Cs3Sb2I9 and A3(Sb)2X9 [1,9,10], as shown in Figure 2. The MA/FA/Cs cations do not contribute to the 
valence band maximum (VBM) and conduction band maximum (CBM) directly. The valence band is 
given by the typical s–p interaction from the hybridization of Sb(5s) atomic orbitals and I(5p) atomic 
orbitals, with a minor contribution from Bi(6s) atomic orbitals, while the conduction band is dominated 
by the strong p–p interactions resulting from the overlap of I(5p)–Sb(5p) and significative I(5p)–Bi(6p). 
Overall, our DFT results predict that the mixed Cs2.4MA0.5FA0.1Sb1.8Bi0.2I8.5Cl0.5 forms stable 2D-ASbX 
layered structure and possesses the necessary features of the nearly direct band gap for a high indoor 
power conversion efficiency. 

 

Figure 2: Projected density of states (pDOS) of the 2D-A3(Sb/Bi)2X9 PIMs with A=Cs, FA, MA and X=I, Cl. 
Color code left panel: Cs (blue), Sb (red), Bi (violet), I (teal), Cl (green), MA/FA (black) (on left). Color 
code right panel:  s-states Sb (red), p-states Sb (orange), s-states Bi (violet), p-states Bi (lilac), p-states 
I (teal), p-states Cl (green). 
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KURAMOTO OSCILLATORS IN RANDOM NETWORKS 
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ABSTRACT. By means of numerical analysis conducted with the aid of the 
computer, the collective synchronization of coupled phase oscillators in the 
Kuramoto model in the connected regime of random networks of various sizes 
is studied. The oscillators synchronize and achieve phase coherence, and this 
process is not significantly affected by the level of connectivity of the network. 
If the probability that two oscillators are coupled is around the network 
connectivity threshold synchronization still occurs, although in a more 
attenuated way. If the size of the network is sufficiently large the oscillators 
have a phase transition. 

 

Introduction 
The phenomenon of collective synchronization of an ensemble of interacting entities can be observed 
in different areas. For example in biology, in processes involving the regulation of the cell cycle [1, 2]; in 
physics, in the study of coupled lasers[3, 4, 5] and Josephson junctions[6]; but also in human [7] and 
ecological networks [8]. One of the first important works on the subject was written by A. Winfree [9] in 
the 1960s who, studying a population of interacting oscillators, discovered that if the natural 
frequencies of the oscillators were very close, there existed a threshold condition for the coupling 
constant that, if exceeded, caused a phase transition in which some oscillators suddenly synchronized. 
Winfree’s ideas were taken up by Kuramoto [10] who proposed a model whose analytical solution could 
be studied in the mean-field approximation. The equations of dynamics, for a collection of oscillators, 
are: 

 

𝜃𝑖
˙ = 𝜔𝑖 +

𝐾

𝑁
∑ 𝑠𝑖𝑛

𝑁

𝑗=1

(𝜃𝑗 − 𝜃𝑖)(1) 

 

The temporal evolution of the phase of each oscillator 𝜃𝑖depends on its natural frequency 𝜔𝑖  , and on 
the phases of the other oscillators with which it interacts. If 𝜔𝑖 = 𝜔𝑗∀𝑖, 𝑗  the model is called  
homogeneous, otherwise inhomogeneous. The magnitude of the interaction is given by the coupling 
constant 𝐾 ≥ 0, which is the same for all oscillators. In order to have a geometric representation of the 
dynamics, it is convenient to imagine that the motion occurs on a circle of unit radius so that the phase 
of an oscillator is represented by the azimuthal angle defined by its position, see Fig. 1. 

 

 
12  Corresponding author. E-mail: first.author@first.institution. 
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Fig.1: Geometric representation of oscillator dynamics in the Kuramoto model. Motion occurs on a circle of unit 
radius. The azimuthal angle represents the phase of the oscillator. 

 

Collective motion can be studied by introducing the order parameter  

 

𝑅𝑒𝑖𝜓 =
1

𝑁
∑ 𝑒𝑖𝜃𝑗

𝑁

𝑗=1

(2) 

 

The modulus    0 ≤ 𝑅 ≤ 1  measures phase coherence. If the oscillators are scattered along the entire 
circle then  𝑅 ≈ 0 while if they are in phase coherence 𝜃𝑖 = 𝜃𝑗 , ∀𝑖, 𝑗  then 𝑅 ≈ 1. The angle 𝜓 is the 
average phase. If 𝐾 = 0 the oscillators decouple and the phase of each of them evolves according to 
the equation 𝜃𝑖(𝑡) = 𝜔𝑖𝑡 + 𝜃𝑖(0) and synchronization, that is 𝜃𝑖

˙ = 𝜃𝑗̇ = 𝜃̇, ∀𝑖, 𝑗 can only occur if 𝜔𝑖 =

𝜔𝑗∀𝑖, 𝑗. Note that by summing the members of the 

 Eq.(1) we obtain ∑ 𝜃𝑖
˙𝑁

𝑖=1 = ∑ 𝜔𝑖
𝑁
𝑖=1  which implies that if all the oscillators synchronize they will have a 

frequency equal to the average of the natural frequencies: 𝜃̇ = ⟨𝜔⟩ = 𝑁(−1) ∑ 𝜔𝑖
𝑁
𝑖=1 . In terms of the order 

parameter Eq.(1) can be written as: 

 

𝜃𝑖
˙ = 𝜔𝑖 + 𝐾𝑅𝑠𝑖𝑛(𝜓 − 𝜃𝑖)(3) 

 

where it is evident how the single oscillator can be thought as interacting with a mean-field with effective 
coupling constant equal to 𝐾𝑅 and phase 𝜓. The numerical analysis of the Kuramoto model shows the 
existence of a threshold value of the coupling constant below which the oscillators evolve while 
remaining in a state of phase incoherence; gradually increasing 𝐾 beyond this threshold the incoherent 
state becomes unstable, a small nucleus of oscillators is formed which synchronize at a frequency 
equal to ⟨𝜔⟩ while the remaining part moves non-uniformly around the unit circle; finally, if 𝐾 reaches a 
critical value 𝐾𝑐, collective synchronization begins. Kuramoto proved that 𝐾𝑐 = 2 𝜋⁄ 𝑔(0) in the limit 
𝑁 → ∞, where 𝑔(𝜔) is the distribution of natural frequencies, see [11] for details. The Kuramoto model 
refers to a fully (all-to-all) connected network. However, it is interesting to study collective 
synchronization also in the case of heterogeneous networks, because of this kind are those of particular 
importance in nature, social interactions and technological infrastructures. Considering the network 
topology, Eq.(1) becomes: 
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𝜃𝑖
˙ = 𝜔𝑖 + (𝐾 𝑘𝑖⁄ ) ∑ 𝐴𝑖𝑗

𝑁

𝑗=1

𝑠𝑖𝑛(𝜃𝑗 − 𝜃𝑖)(4) 

 

where 𝐴𝑖𝑗  is the adjacency matrix (𝐴𝑖𝑗 = 1 if 𝜃𝑖  and 𝜃𝑗  are coupled, 0 otherwise) and 𝑘𝑖  is the number of 
connections of oscillator 𝜃𝑖. In this paper, only connected and symmetric networks (𝐴𝑖𝑗 = 𝐴𝑗𝑖) are 
considered. The critical threshold value 𝐾𝑐  for the onset of synchronization has been theoretically 
calculated in the context of heterogeneous degree mean-field and the quenched mean-field theories. 
The former predicts that 𝐾𝑐  is proportional to the ratio between the first two moments of the degree 
distribution, while the latter that it scales with the inverse of the largest eigenvalue of the adjacency 
matrix [12]. In [13] these predictions are compared for scale-free networks. Many other works also 
investigated the finite-size scaling of the order parameter [14, 15, 16, 17, 18]. In this paper we focus on 
the study of the Kuramoto model for random networks. This type of networks are extensively studied 
both for their theoretical interest and for their statistical properties that make them a basic model in 
different application fields. The novelty presented in this paper is the accurate numerical analysis of the 
synchronization process in the connectivity regime of random networks in the inhomogeneous 
Kuramoto model. In particular, the numerical results support the conjecture according to which the 
critical threshold of the coupling probability of oscillators above which they almost certainly 
synchronize is that of the network connectivity. Furthermore, to the best of our knowledge, this analysis 
has never been conducted for networks of the size of the largest network analyzed in this paper.  

 

Random networks 
The structure of a random network 𝐺(𝑁, 𝑝) of 𝑁 nodes, also known as Erdős-Rényi, is determined by the 
probability 0 ≤ 𝑝 ≤ 1 that a link exists between two randomly chosen nodes. The degree distribution of 
a random network, which is the probability that a randomly chosen node has degree 𝑘, is a binomial 
𝑃(𝑘) = ((𝑁 − 1) ! (𝑘! (𝑁 − 1 − 𝑘)!)⁄ )𝑝𝑘(1 − 𝑝)(𝑁−1−𝑘) and the average value of the degree is ⟨𝑘⟩ =

𝑝(𝑁 − 1). For 𝑝 < 1 𝑁⁄  (subcritical region) the network is mainly composed of isolated nodes, tiny 
clusters and ⟨𝑘⟩ < 1. The largest cluster is a tree whose size is 𝑁𝐺 ∼ 𝑙𝑛𝑁. For 𝑝 = 1 𝑁⁄  (critical point) 
⟨𝑘⟩ = 1, the network is composed of many small disconnected components, mainly trees, and 𝑁𝐺 ∼

𝑁(2 3⁄ ). For 1 𝑁⁄ < 𝑝 ≤ 𝑙𝑛 𝑁 𝑁⁄ = 𝑝𝑐  supercritical region) ⟨𝑘⟩ > 1 and a giant component is formed 
which contains a finite part of the network and grows rapidly as 𝑝 increases. However, the network is not 
yet connected in this region. The probability 𝑝𝑐  is called connectivity threshold because the network is 
supposed to became connected for 𝑝 just above 𝑝𝑐. For 𝑝 > 𝑝𝑐 one has ⟨𝑘⟩ > 𝑙𝑛𝑁  and 𝑁𝐺 ∼ 𝑁. At the 
end of the connected region 𝑝 = 1and the network becomes fully (all-to-all) connected. See[20] for 
details. 

 

Method 
In this work, networks of size 𝑁 = 50,100,500 and 1000 are considered. For each type of network 
analyzed 10 simulations are performed and for each of them the distribution of natural frequencies is a 
Gaussian with ⟨𝜔⟩ = 0 and 𝜎 = 0.1. Since isolated oscillators evolve independently, their dynamics do 
not affect the collective synchronization of those connected to the network. Therefore, we consider the 
region with 𝑝 > 𝑝𝑐. To study the limit 𝑝 → 𝑝𝑐, we set 𝑝 = 𝑝𝑐  as parameter in the numerical library used 
to randomly generate the networks [21], exclude disconnected configurations and accept only 
connected ones that correspond to the case in which the giant component absorbs all the nodes of the 
network and has the minimum number of links. The range of values of the coupling constant examined 
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in this work is 0 ≤ 𝐾 ≤ 1 and we choose to divide it into 100 steps. For each value of 𝐾 the system of 
Eq.(4) is numerically integrated up to 5000 time iterations of amplitude 0.1 s. The order parameter 𝑅 is 
calculated by averaging the last 1000 iterations in order to exclude values due to initial transient phase 
fluctuations. The value of 𝐾𝑐  was estimated by finite-size scaling analysis. 

 

Results 
To study how the density of links affects synchronization we consider the probability increment 𝛥𝑝 =

(1 − 𝑝𝑐) 10⁄   and calculate the order parameter 𝑅(𝐾, 𝑝) for 𝑝 = 𝑝𝑐 + 𝑛𝛥𝑝 for 𝑛 = 0, . . . ,10. The results 
are shown in Fig. 2. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.2: Order parameter 𝑅 as a function of the coupling constant 𝐾 for random networks of size 𝑁 =

50,100,500,1000. For each value of 𝐾 the system of Eq.(4) is numerically integrated up to 5000 time iterations of 
amplitude 0.1 s. 𝑅 is calculated by averaging the last 1000 iterations. The figure shows 𝑅(𝐾) for different values 
of the probability 𝑝 that determines the structure of the network in the connected regime. For 𝑝 = 𝑝𝑐 ≃ 𝑙𝑛 𝑁 𝑁⁄  
the largest connected component absorbs all the nodes and has the minimum number of links. This is the 
configuration for which the network has the minimum level of connectivity. For 𝑝 = 1 the maximum level of 
connectivity is achieved and every node is connected to all the others. The function 𝑅(𝐾) behaves roughly the 
same for 𝑝 > 𝑝𝑐  while for 𝑝 = 𝑝𝑐 it grows more slowly as 𝐾 increases. The figure shows in more detail the regions 
where the onset of synchronisation occurs and those where the oscillators are in phase coherence. For 𝑝 > 𝑝𝑐 
the value of the critical threshold of the coupling constant for which synchronization occurs is 𝐾𝑐 ∼ 0.16 − 0.19, 
while for 𝑝 = 𝑝𝑐 it is 𝐾𝑐 ∼ 0.21. 

 

What is observed is that the oscillators synchronize and reach the state of phase coherence for all 
values of 𝑝 examined in the connected region. The behavior of 𝑅(𝐾) is very similar for all values of 𝑝 >

𝑝𝑐. For 𝑝 = 𝑝𝑐, the system reaches phase coherence, although more slowly. As the size of the network 

https://arxiv.org/html/2407.21513v2#S4.F2
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grows, for 𝐾 > 𝐾𝑐  the transition from state 𝑅 ∼ 0 to 𝑅 ∼ 1 is more and more sudden, as the shape of 
𝑅(𝐾) shows, which means that the system has a phase transition. This also happens when 𝑝 = 𝑝𝑐, as 
shown in more detail in Fig. 3, where the derivative 𝑑𝑅 𝑑𝐾⁄  is also shown. It can be seen that as 𝑁 
increases the maximum value of 𝑑𝑅 𝑑𝐾⁄  increases, while its variation around the maximum shrinks. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.3: The figure shows 𝑅(𝐾) when  𝑝 = 𝑝𝑐 = 𝑙𝑛 𝑁 𝑁⁄  for all analyzed networks. As the size 𝑁 of the network 
increases the transition from 𝑅 ∼ 0 to 𝑅 ∼ 1 becomes abrupt and the oscillators have a phase transition. This is 
also evidenced by the inner figures which show that as 𝑁 increases the derivative  𝑑𝑅 𝑑𝐾⁄  has a larger maximum 
and the variation around it becomes smaller. 

 

To estimate 𝐾𝑐  we consider that for 𝐾 < 𝐾𝑐  the oscillators do not synchronize and 𝑅 decays around a 
value of 𝑂(1 √𝑁⁄ ). For 𝐾 > 𝐾𝑐  𝑅 increases and saturates at a value 𝑅∞ < 1, although with fluctuations 
of 𝑂(1 √𝑁⁄ ). Therefore 𝐾𝑐  can be estimated numerically considering that at the onset of synchronization 
𝑅(𝑁, 𝐾𝑐) has the smallest variation with 𝑁. Fig. 4 shows 𝑅(𝑁, 𝐾) for all values of 𝑝 examined in this work. 
For 𝑝 > 𝑝𝑐 we have that 𝐾𝑐 ∼ 0.16 − 0.19. This suggests that the onset of synchronization does not 
depend too much on the level of connectivity of the network itself. The theoretical value predicted by 
Kuramoto is 𝐾𝑐 ∼ 0.16. For 𝑝 = 𝑝𝑐  the best estimate is 𝐾𝑐 ∼ 0.21, which confirms that for this network 
configuration the onset of synchronization is slower. 
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Fig.4: The figure shows 𝑅(𝑁, 𝐾) for all values of 𝑝. For 𝐾 < 𝐾𝑐 , 𝑅 decays towards a residual of 𝑂(1 √𝑁⁄ ). For 

𝐾 > 𝐾𝑐 , 𝑅 saturates towards a value 𝑅∞ < 1 with fluctuations of 𝑂(1 √𝑁⁄ ). For 𝐾 = 𝐾𝑐  the variation 𝑅(𝑁, 𝐾𝑐) 
is minimal. The best estimate is 𝐾𝑐 ∼ 0.16 − 0.19 for 𝑝 > 𝑝𝑐, and 𝐾𝑐 ∼ 0.21 for 𝑝 = 𝑝𝑐. 

 

Discussion 
The conjecture that the probability threshold above which synchronization is highly probable is 𝑝𝑐 =

𝑙𝑛 𝑁 𝑁⁄  has been considered by several authors. In [22], in the context of optimization of nonconvex cost 
functions, authors proved, for the homogeneous Kuramoto model, that if   the oscillators synchronize 
with high probability for 𝑁 → ∞. In [23], with arguments from spectral graph theory, authors proved that 
the same occurs if 𝑝 ≫ (𝑙𝑛𝑁)2 𝑁⁄ . The issue has also been addressed in the context of graphon 
theory [24, 25, 26, 27, 28]. In [29] authors proved, still for the case of the homogeneous model and for 
𝑁 → ∞, that the oscillators reach phase synchronization with high probability if 𝑝 > 𝑝𝑐. They performed 
numerical simulations for networks of size 𝑁 ≤ 100. In this work the above conjecture has been proved 
numerically even in the more general case of inhomogeneous Kuramoto model and for larger network 
sizes. 

 

Conclusion 
We have numerically studied the collective synchronization of coupled phase oscillators in the 
Kuramoto model in the connected regime of random networks of sizes 𝑁 = 50,100,500,1000. The 
oscillators synchronize and reach phase coherence for all connectivity levels of the networks. The 
behavior of the order parameter 𝑅 as a function of the coupling constant 𝐾 does not show significant 
discrepancies between different levels of link density. For the limiting case in which oscillators are 
coupled with probability around the connectivity threshold of the network, synchronization still occurs, 
although in a more attenuated way. As the size of the network increases, the transition from the 
incoherent to the coherent phase state occurs more and more abruptly and the oscillators have a phase 
transition. The critical threshold value for the onset of synchronization varies in the range 𝐾𝑐 ∼ 0.16 −
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0.19 for all the connectivity levels of the networks. In the limiting case when the network goes from 
disconnection to connection 𝐾𝑐 ∼ 0.21. A random network of a certain size can be obtained by 
perturbing a complete network of the same size by randomly eliminating links. Therefore, from this 
analysis it can be deduced that a random perturbation of a complete network of oscillators coupled 
according to the Kuramoto model does not affect the synchronization as long as the perturbation does 
not disconnect the network. 
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HIGH-FIDELITY NUMERICAL SIMULATIONS OF HYDROGEN AND AMMONIA-HYDROGEN FLAMES 

Davide Laera, Francesco Gabriele Schiavone, Raffaele Intranuovo, Nicola Misceo, Sergio 
Mario Camporeale, and Marco Torresi13 

1Department of Mechanics, Mathematics and Management, Polytechnic University of Bari, Via Orabona 4, Bari 
70125, Italy 

ABSTRACT. Numerical simulations have been performed on CRESCO 7 using the explicit 
massively parallel compressible Navier-Stokes solver AVBP 7.15 to investigate 
hydrogen and ammonia-hydrogen flames. The first paragraph treats flame-turbulence 
interaction in partially cracked ammonia flames under different levels of hydrogen 
content and turbulence intensities. The second one deals with the investigation of 
noise emission in laminar hydrogen flames via fully-resolved numerical simulations, to 
investigate flame-wall and flame-flame interaction. 

 
Impact of thermodiffusive effects on the turbulent flame speed in partially 
cracked ammonia flames 
Ammonia (NH3) combustion is considered a promising solution to reduce anthropogenic carbon 
emissions, but it poses several technological issues due to the low reactivity of NH3 [1]. To solve these 
issues, two strategies are commonly used: (1) doping ammonia with other more reactive fuels and (2) 
partial cracking of ammonia molecules (PCA). This second solution, which is the focus of this study, is 
particularly interesting, being easier to implement it in practical combustors. High-fidelity numerical 
simulations are required to complement experiments and gain an understanding of such complex 
phenomena. Therefore, this work aims to improve the knowledge in ammonia combustion for both low 
and high Karlovitz number (Ka) combustion regimes, focusing on flame-turbulence interaction, 
thermodiffusive (TD) effects and their impact on turbulent flame properties. Specific attention is given 
to turbulent flame speed to gain an understanding of the mechanism behind the peculiar “bending 
effect” found in [2], i.e., the decrease of turbulent flame speed at high level of hydrogen content in the 
fuel mixture. 

A set of DNS of planar ammonia-air flames stabilized in a three-dimensional (3D) box-shaped numerical 
domain submitted to Homogeneous Isotropic Turbulence (HIT) is performed with the AVBP code 
(https://cerfacs.fr/avbp7x). The HIT field is forced within the computational domain following the linear 
forcing model provided by Bassenne et al. [3]. The grid resolution is defined to discretize the flame front 
with at least 10 points, and ensure the solution of the smallest turbulent scales by applying the Pope 
criterion. An Analytically Reduced Chemistry mechanism [4] is adopted to solve the ammonia-
hydrogen-air chemical reactions.  Based on the experimental work by Zitouni et al. [2], simulations are 
performed considering three levels of ammonia cracking γ=5%, 20% and 40%, one level of turbulent 
intensity u'=1.13 m/s, and one value of equivalence ratio φ=0.8. These operating conditions are chosen 
to investigate multiple flame-turbulence interaction regimes. 

Figure 1 shows the flame fronts obtained for the three levels of ammonia cracking. It is evident that the 
effects of turbulence-flame interaction and flame dynamics impact the flame surface, with a stronger 
wrinkling observed for a higher hydrogen content, due to the impact of thermodiffusive (TD) effects. This 
has an influence also on the turbulent flame speed ST. 

 
13 Corresponding author. E-mail: marco.torresi@poliba.it 
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Fig.1: Isosurfaces of progress variable c at the value of maximum heat release rate in the corresponding 
unstretched laminar 1D flame for the flame at γ=5% (left), 20% (centre) and 40% (right). 

 

In fact, as illustrated in Fig. 2, it is evident that for 𝛾=5% the ST increases predominantly because of 
turbulence, which tends to augment the flame surface area AT, rather than the TD effects, which vary 
the local flame structure (e.g., local reactivity) [5]. These are represented by the stretch factor I0, which 
remains close to unity in this case. In contrast, for 𝛾=20%, I0 is greater than this value. Thus, the 
combined effect of enhanced H2 and low Ka is such that TD instabilities are more pronounced than in 
the high Ka case, resulting in a more wrinkled flame surface and in a more evident deviation from the 1D 
flamelet behavior, as can be seen in Fig. 3. Consequently, in the latter case, turbulence and TD effects 
both impact ST. These phenomena are even more evident in γ=40% case. In fact, here, most of the flame 
burns at values of 𝜑 that are leaner than the target (Fig. 3): the flame burns locally at slower conditions, 
resulting in the bending effect on ST. 

 

 

Fig. 2: Temporal evaluation of the stretch factor I0, normalized turbulent flame speed ST/Sl0 and flame surface 
area AT/A0 (𝜏𝑒𝑑𝑑𝑦 = 2.3 ∙ 10−3𝑠). 

 

 

 

Fig. 3: Scatter plots of φ and progress variable c. Vertical lines represent the value of c in which Heat Release 
Rate is maximum in the 1D flat flame. 
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This work has been published in: “R. Intranuovo, F.G. Schiavone, D. Laera, “DNS study of the impact of 
thermodiffusive effects on the turbulent flame speed in partially cracked ammonia flames”. In 
Proceedings of 47th Meeting of the Italian Section of the Combustion Institute, ISBN 978-88-88104-30-
0.” 

Investigation of flame quenching and acoustic emission of premixed 
laminar methane-air and hydrogen-air flames  
Combustion noise is a significant issue for engineering combustion systems, which are subject to 
stringent noise reduction goals [6]. Moreover, the interaction between pressure waves generated by the 
flame and the acoustics of the surrounding confinement can lead to thermoacoustic instabilities, a 
well-known issue that can cause severe mechanical failures [7]. Given hydrogen (H2) distinct 
physicochemical properties, including enhanced reactivity with respect to conventional fuels, 
preferential diffusion and thermodiffusive effects [5], a more in-depth investigation into the sound 
generation mechanisms in H2 flames is required. In the literature [6], flame-generated noise has been 
linked to unsteady heat release rate (HRR) processes, involving creation or destruction of flame fronts. 
This can occur due to different mechanisms. This work focuses on flame-wall interaction and flame-
flame interaction. One-dimensional (1D) simulations are carried out in the AVBP code using a canonical 
Head-On Quenching (HOQ) configuration, consisting of a flame traveling towards a rigid wall. The grid 
size is set to 2 µm in the near-wall region, and then smoothly stretched towards the outlet, considered 
as non-reflecting and modelled with the NSCBC formalism. Pressure signals are extracted from a far-
field probe (Pff). A parametric study is performed to explore the effects of fuel (H₂ and CH₄), equivalence 
ratio, and wall thermal condition (adiabatic and isothermal). The chemical mechanisms employed 
include the Analytically Reduced Chemistry scheme CH4_15_256_9_AP [8] for CH4 flames, and the San 
Diego mechanism [9] for H2 flames. The ‘HEAT_LOSS’ wall boundary condition is set with a thermal 
resistance value (Rw = 1.0e-4 m2K/W), effectively making the wall isothermal, as confirmed by additional 
verification. This condition is representative of a flame-wall interaction, while the adiabatic wall is 
equivalent to a symmetry condition and thus represents a flame-flame interaction. 
Figure 4 presents the time evolution of the domain-averaged heat release rate variation (solid line) and 
the acoustic pressure (dashed line) recorded at the far-field probe for CH4 (left) and H2 (right) flames 
featuring the same laminar flame speed (SL). For each fuel, simulations with adiabatic (blue curves) and 
heat-loss (yellow curves) wall boundary conditions are shown. In methane flames, heat release rate 
(HRR) variation differs markedly between adiabatic and heat-loss cases, both in waveform and 
fluctuation intensity – sharper in the former, smoother in the latter – due to distinct quenching 
mechanisms: reactant depletion in the adiabatic case and thermal dissipation in the heat-loss case, 
occurring before wall contact [10]. The adiabatic case shows a positive HRR peak, indicating 
superheating of the unburnt mixture and increased reactivity before extinction, whereas in the heat-
loss case, thermal exchange governs a slower HRR decay, with a time derivative at least one order of 
magnitude lower. Differently, in lean hydrogen flame (with Le < 1), HRR evolution for adiabatic and heat-
loss cases are nearly superimposable, indicating a similar dominant extinction mechanism governed 
by thermo-diffusive effects regardless of the wall thermal conditions: the unequal diffusion rates of 
temperature and the deficient reactant (fuel) cause fuel to keep diffusing toward the flame front as it 
nears the wall. This leads to combined depletion by reaction and diffusion, resulting in gradual 
extinction before wall contact. This third mechanism dominates the others, rendering quenching of lean 
H2 flames independent of wall heat losses. For same laminar flame speed, CH4 flames exhibit higher 
thermal power and generate stronger SPL upon quenching. The peak sound pressure level (SPL) 
generated by flame quenching is compared with the predictive model proposed by Talei et al. [10]: 

|𝑝′| = 𝜌𝑢𝑐𝑏 (1 −
𝑇𝑢

𝑇𝑏
) 𝑆𝐿 

The Talei model accurately predicts the peak SPL in CH4 cases with adiabatic walls (thus also for FFI), 
but it performs less accurately for H₂ flames and in heat-loss configurations. 
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Fig. 4: HRR variation (solid lines) and pressure wave generated (dashed lines) for CH₄ (left) and H₂ (right) flames 

employing ARC chemistry, with same laminar flame speed (SL). Adiabatic (blue curves) and heat-loss (yellow 
curves) wall boundary conditions are presented for each fuel. 

 

Figure 5 summarizes the impact of equivalence ratio and thermal wall conditions for the two fuels. At 
same equivalence ratio, the hydrogen flames have a stronger sound pressure peak, due to the higher 
heat release rate and laminar flame speed. In the presence of an isothermal wall, the emitted noise is 
higher than in the case of adiabatic wall, despite its slower dynamics. Furthermore, for lean hydrogen 
flames, as observed before, the differences between adiabatic and isothermal wall conditions are 
smaller than for stoichiometric and rich flames. 

 

 
Fig. 5: Sound pressure peaks for hydrogen and methane flames at different equivalence ratios under adiabatic 

(ADIAB) and isothermal (L-4) wall conditions. 

 

This work has been published in: “N. Misceo, F.G. Schiavone, S. M. Camporeale, M. Torresi, D. Laera, 
“flame quenching mechanisms and noise generation in premixed methane and hydrogen flames”. In 
Proceedings of 47th Meeting of the Italian Section of the Combustion Institute, ISBN 978-88-88104-30-
0.” 

 
The study is being extended to two-dimensional flames, in order to investigate the aforementioned 
flame-quenching mechanisms in the presence of thermodiffusive instabilities, which cannot be 
observed in a 1D configuration. Preliminary results are reported in Fig. 6, which reports the 
instantaneous pressure field resulting from the flame-wall interaction of a thermodiffusively unstable 
lean hydrogen-air flame. It can be observed the radiation of acoustic wave from the interaction between 
flame sheets in the presence of cellular structures. 
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Fig. 6: Two-dimensional simulation of a lean hydrogen-air flame impacting a wall (on the left): acoustic field and 

heat release rate. 
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ABSTRACT. The recent engineering of the luminescent NanoLuc (Nluc) protein 
from Oplophorus luciferase has revolutionized biological research due to its 
small size, extreme brightness, and stability. Nluc is an invaluable tool for high-
throughput drug discovery, particularly in NanoBRET assays, which efficiently 
assess drug-promoted protein-protein interactions via Bioluminescence 
Resonance Energy Transfer (BRET). The bioluminescence mechanism relies on 
the oxidative decarboxylation of the luciferin substrate (either coelenterazine 
or furimazine). Although the reactants and products of this reaction are well 
characterized, the structure of the short-lived enzyme-substrate complex 
remains unknown due to the rapid oxidation that occurs upon binding. In this 
study, we performed extensive Hamiltonian Replica Exchange molecular 
dynamics simulations on the CRESCO6 HPC platform to provide a thorough 
structural characterization of the Nluc-substrate complex. 

Background 

NanoLuc (Nluc) is a novel luminescent protein engineered via directed evolution from the luciferase of 
the deep-sea opossum shrimp (Oplophorus gracilirostris) by a team at Promega Corporation led by 
Mark Hall.[1] It has brought exquisite sensitivity to a wide range of biochemical applications. The 
NanoLuc platform has gained enormous popularity for bioluminescence assays due to its enhanced 
brightness, approximately 150-fold higher than that of standard firefly luciferase.[2] 
Unlike most known luciferases, Nluc is characterized by its small size (19 kDa), remarkable thermal and 
pH stability, unbiased distribution within cells, and independence from ATP for activation. 
Nluc luminescence is produced through the oxidation of a luciferin substrate bound within the protein's 
internal pocket, followed by light emission. It produces significantly brighter luminescence with a 
specific synthetic substrate, furimazine (FMZ), compared to the natural and less efficient luciferin, 
coelenterazine (CTZ), common in many marine organisms. The structures of the Nluc complexes with 
either coelenterazine or furimazine have never been resolved by X-ray crystallography, cryo-EM, or 
NMR. This is because, upon entering the binding pocket, the substrate undergoes an immediate 
oxidative reaction, producing coelenteramide or furimamide, which are rapidly released into the 
solvent. 
Recently, a study in Nature Communications hypothesized an activation-deactivation mechanism 
regulated by the mutually exclusive binding of FMZ or CTZ to either an intrabarrel catalytic site or an 
allosteric site on the protein surface.[3] This work suggested a cardinal role for the intrabarrel residue 
ARG162, which interacts strongly with the substrate in the catalytic site. However, these speculations 
were based primarily on static data from crystal structures and molecular docking, supplemented by 
“epochs” of standard MD simulations using an adaptive sampling algorithm[4] driven by root-mean-
square deviation (RMSD) metrics relative to crystal structures. 
In this report, we further characterize the salient structural features of the Nluc-FMZ and Nluc-CTZ 
complexes. Our approach utilizes molecular docking followed by extensive and unbiased Hamiltonian 
Replica Exchange (HREX) simulations of the enolic and ketonic tautomers of FMZ and CTZ, initially 
positioned within the intra-barrel catalytic site of Nluc in both its open and closed conformations. The 
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HREX protocol is defined by a "hot-zone" encompassing the ligand and all residues lining the catalytic 
site. As demonstrated in Ref. [5], the conformational sampling of these complexes benefits from a 
combination of MD replicates and HREX sampling, whereby multiple concurrent HREX simulations are 
launched within a single parallel job on the CRESCO6 HPC platform[6] engaging hundreds of cores. 
The analysis from these simulations is ongoing and far from complete. However, to ensure 
transparency and enable independent scrutiny and validation, we have uploaded the PDB trajectories 
of the HREX-sampled target states for all eight simulated systems (encompassing both protein 
conformations and both tautomers of each ligand) to a public Zenodo repository. 

Methods 

Structural Preparation and Molecular Docking: The open (active) structure of taken from the Protein 

data bank (PDB  5b0u) corresponding to the apo form of the molecule.  The closed (inactive) structure 
was taken from the PDB entry 8aq6, removing the bound furimamide on the allosteric site on surface. 
The 3D structures of the FMZ and CTZ ligands were obtained by converting to PDB format the SMILES 
codes of the ketonic and enolic forms using the OpenBabel program. The two ligands in their enolic 
form are shown in Figure 1a.  Keto-enolic tautomerism in the central and reactive imidazo[1,2-
a]pyrazine moiety is illustrated in Figure 1b. Both tautomers can exist at physiologiocal pH, based on
pKa ranges obtained using the Chemicalize online platform by ChemAxon. The ground state energies of
the two tautomers of the imidazo[1,2-a]pyrazine core common to FMZ and CTZ, computed with the
Gaussian program at the B3LYP/cc-pVTZ level of theory, differ by only 0.4 kcal/mol, implying that the
two species can easily interconvert in physiological conditions. While the ketonic specie is generally
believed to be the active specie[7] the oxidative decarboxylation can occur also for the enolic form.  Due
to the lack of a firm experimental validation for the structure of the complexes, both forms were
considered in this study.
Preliminary molecular docking calculations was performed using the Autodock4 and Autodock Vina
software.  For the open (5b0u) and closed (8aq6) forms, docking was performed by centering a cubic

Fig. 1: a) Chemical structure of furimazine and coelenterazine; b) keto-enolic tautomerism of 

the central imidazo-pyrazine core 
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docking box approximately at the intra-barrell catalytic sites of the A chain. The coordinates of the box 
center are set to at x=23Å , y=29 Å, z=41 Å for 5b0u, and at x=15 Å, y=-40 Å, z=15 Å for 8aq6. The 
sidelenght of the box was set to 22 Å, thus affording the screening of ligand poses in the catalytic site 
as well as and on the protein surface. 
For the open form, the side chains of residue Leu22, Tyr109, Phe110, Tyr114, Ile137, Asp139, Phe151, 
Arg162, Tyr94, Val15, all known to be implied in the binding[3], were considered as flexible. In the closed 
conformation, the exposed Tyr94 is kept rigid; its role is replaced by the flexible side chaincores of 
His93, which is oriented towards the interior of the catalytic pocket.[3] 
HREX simulations: Molecular dynamics (MD) simulations were initiated from the best binding poses 
identified in the docking stage for each of the eight systems (2 protein conformations × 2 ligands × 2 
tautomers). Each Nluc complex was solvated in a cubic water box with a side length of 60 Å (open form) 
or 63 Å (closed form) using TIP3P water molecules at standard density.  The AMBER99SB-ILDN force 
field was used for the protein. Potential parameters for the ketonic and enolic tautomers of the ligands 
(Fig. 1) were derived using the PrimaDORAC web application.[8] Long-range electrostatic interactions 
were treated using the Particle-Mesh Ewald (PME) method. The equations of motion were integrated 
using a multiple time-step r-RESPA propagator optimized for biological systems.[9]  Each system 
underwent a 100 ps preliminary equilibration in the NPT ensemble (P=1 atm, T=300 K) on a local 
workstation, employing a Parrinello-Rahman barostat and a Nosé-Hoover thermostat chain.PME) 
method. 
Production simulations were conducted using Hamiltonian Replica Exchange (HREX) molecular 
dynamics on the CRESCO6 cluster for all eight complexes, maintaining the potential parameters, PME, 
and thermostat/barostat settings described above.  The HREX protocol implemented a solute-
tempering approach. A "solute" hot-zone was defined to include the ligand and all residues lining the 
intra-barrel catalytic pocket. Across the replica progression, only the intramolecular potential of this 
solute was scaled, with a minimum scaling factor of 0.15 for the torsional potential (equivalent to a 
reference temperature of 3000 K) and of 0.3 (equivalent to a temperature of 1500 K) for the intrasolute 
nonbonded interactions. This approach enables enhanced conformational sampling of the ligand and 
its binding pocket residues while the remainder of the protein and solvent environment remains at 300 
K. 
For each complex, a single job was launched on CRESCO6, comprising 7 concurrent, independent 
HREX simulations. Each HREX simulation employed 16 replicas with a solute temperature progression 
defined by the standard scaling for harmonic oscillators.[5] This setup engaged 672 cores in total. Each 
independent HREX simulation was run for 4 ns, producing 28 ns of sampled data per complex in the 
target state (~0.5 microseconds in the extended ensemble) with a wall-clock time of ~20 hours. All 
simulations were done on the CRESCO6 cluster[6] managed by ENEA in Portici using the program 
ORAC.[10] 

Results and discussion 

Docking results 

The reliability of AutoDock Vina for pose prediction was assessed using the known X-ray structure of 
the NanoLuc-D9R/H57A/K89R mutant in complex with azacoelenterazine (a-CTZ) bound at the intra-
barrel catalytic site (PDB: 8BO9).[7] The a-CTZ compound is a strict (non reactive) analog of native 
coelenterazine (CTZ), wherein the carbon atom adjacent to the carbonyl moiety on the imidazole ring is 
replaced by nitrogen. 
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Table 1: Autodock-Vina binding affinities (in Kcal/mole) of the FMZ/CTZ Nluc complexes 

Nluc form Open (active) Closed (inactive) 
Tautomer keto enolic keto enolic 
FMZ -9.86 -9.98 -9.03 -9.19
CTZ -10.63 -9.72 -10.29 -9.13

As shown in Figure 2, the pose predicted by AutoDock Vina is in close agreement with the experimental 
conformation. The predicted pose is nearly superimposed onto the crystallographic orientation, 
differing only by a tilt of one of the phenolic rings. 
In Table 1, we report the binding affinities obtained with AutoDock-Vina for the eight Nluc complexes 
examined. While the CTZ ketonic form exhibits a stronger binding affinity than the enolic form in both 
the open and closed structures of Nluc, in the case of FMZ the enolic form binds slighly stronger  than 
the ketonic tautomer.  Furthermore, the binding affinity for the two tautomers is slightly stronger in the 
open structure than in the closed one. Docking results show that Nluc, whether in its open or closed 
form, can indeed hold the luciferins in both the ketonic and enolic state. Moreover, allowing side chain 
flexibility for the intra-barrel residues in the apo 5B0U structure revealed multiple, diverse ligand 
docking poses with similar binding affinities across all eight cases. These results imply that the 
conformational landscape of Nluc complexes in solution is more intricate than typically considered. 

Fig. 2: Predicted (in CPK representation) and experimental (bond representation) binding pose of a-CTZ in 

the intra-barrel pocket of D9R/H57A/K89R Nluc. 
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HREX results 
Prior to analyzing the structure of the eight Nluc complexes, we conducted two standard molecular 
dynamics simulations of 150 ns  on the unligated apo closed and open structures.  These simulations 
were performed to assess the shape and volume modulation of the internal and external pockets of 
the monomers in aqueous solution under standard conditions.        

The resulting trajectories were analyzed using the Fpocket software [LeGuilloux2009], with the results 
presented in Figure 3. In the open structure, the intra-barrel cavity (numbered 1, light red) is prominent. 
In the closed structure, the analogous intra-barrel cavity (also numbered 1, light red) is significantly 
shrunk, while an allosteric site (numbered 3, light orange) appears at the surface location previously 
identified in Ref. [3]. The volume distributions for cavity 1 in the open structure and cavities 1 and 3 in 
the closed form were evaluated using 200 snapshots taken at regular intervals from the 150 ns 
trajectories. For the open form, the volume probability distribution of the intra-barrel cavity 1 is 
markedly left-skewed, peaking at approximately 600 Å³ and extending up to 800 Å³. In the closed form, 
the intra-barrel cavity (cavity 1) exhibits a similar volume range but its distribution is shifted, now 
peaking at ~500 Å³. This represents a 17% decrease in the average cavity volume compared to the open 
form. Notably, in both conformations, the size of the intra-barrel cavity remains sufficiently large to 
easily accommodate CTZ and FMZ, whose molecular volumes are on the order of 230–260 Å³. In 
contrast, the surface allosteric site (cavity 3) in the closed form displays a narrower volume distribution 
(peaked below 200 Å³ ) suggesting a relative rigidity of its constituent residues. 

Fig. 3: Fpocket results for the open  (left) and closed structure of Nluc (right) 
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In Figure 4, we show the replica flux across the 16-nodes (states) during the simulation as evaluated on 
all the seven concurrent HREX simulations for all eight analyzed complex. Details on the calculation of 
the flux based on the mean free passage time can be found in Ref. [5]. The flux, althought far from the 
ideal linear behaviour, is decent irrespective of the ligand, its tautomeric state, or the open/closed form 
of Nluc, with mean round trip times of the order of 1.3 ± 0.8 ns and average exchange rate of 38.1% ± 
11.0%, indicating a good sampling efficiency, especially considering the size of the hot-zone. 
Prior to presenting the results from the Hamiltonian replica exchange (HREX) simulations of the 
complexes, it is important to emphasize two key points. First, the simulated state represents a single 
ligand-Nluc complex in solution. Second, a well-converged HREX simulation, with a properly defined 
hot region, should be independent of the initial configuration (which, for each complex, was taken from 
docking calculations). In this context, it must also be noted that the binding pattern characterized by 
HREX for an Nluc monomer in solution may not align with that observed in X-ray crystal structures. The 
crystalline environment can induce structural features, such as the tight homotetrameric association 
observed in all available closed-form Nluc structures,[3] which are absent under physiological 
conditions, whereby Nanol functions as a monomeric enzyme.   Consequently, the information derived 
from our HREX simulations provides valuable, complementary insights into the potential binding mode 
of the Nluc-substrate association in a near-physiological, monomeric state. 
Figure 5 depicts the distribution of the distance between the centers of mass (COM) of the ligand and 
the protein for the open and closed conformations of Nluc, as obtained from the 8 HREX simulations of 
the complexes.  This metric serves as a proxy for ligand mobility within the intra-barrel pocket. 
In the open form, the peak positions for the enolic tautomers are shifted to higher values compared to 
their ketonic counterparts for both CTZ and FMZ luciferins, indicating a distinct binding mode. The 
ketonic form of FMZ exhibits the greatest mobility within the cavity of open Nluc, with the COM-COM 
distance sampling the 4–7 Å range with significant probability. Similarly, the CTZ ligand appears more 
mobile in its enolic form. 
 

 

Fig. 4: Replica flux in the HREX simulations across the 16 states in the eight simulated complexes for the 

open (left) and closed Nluc structure. The greem dotted line represents the ideal flux. 
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The COM-COM distribution for the closed conformation of Nluc reveals a more complex behavior. For 
CTZ, the enolic form still shows an upward shift in its distribution relative to the ketonic tautomer. In 
contrast, the situation is reversed for FMZ, where a pronounced downward shift is observed for the 
enolic tautomer. As in the open form, the distributions for the enolic tautomers in the closed form are 
sharper than those of the ketonic forms, suggesting that the enolic states are more tightly bound within 
the intra-barrel cavity. It is important to note that this observation does not necessarily imply a stronger 
binding affinity for the enolic state. In fact, greater ligand mobility can enhance binding through a more 
favorable entropic contribution. 
Table 2 reports the strength of contacts between the ligand and the predefined hot-zone residues (see 
Methods section) in the eight simulated complexes, as quantified by the Hamiltonian replica exchange 
(HREX) simulations. The target-state configurations were analyzed using ancillary software tools from 
the Zenodo distribution's "bin" directory. A contact was defined as occurring if any ligand atom was 
within 4.5 Å of any residue atom. Contact probabilities (p) derived from the HREX trajectories were 
classified as strong (S; p > 0.75), medium (M; 0.35 < p < 0.75), or weak (W; p < 0.35). In the open form, 
most hot-zone residues exhibit persistent contact with both FMZ and CTZ ligands, regardless of their 
tautomeric state. However, ARG162, a residue implicated in binding to the open Nluc enzyme,[1] shows 
only weak interaction with the enolic FMZ tautomer. This suggests a distinct binding mode for this 
tautomer compared to its ketonic counterpart. Furthermore, Tyr114 displays weak binding in three of 
the four complexes, with only ketonic CTZ forming a strong interaction. In the closed form, His93 points 
into the binding pocket and replaces Tyr94 in the hot-zone (see Methods section). This residue interacts 
strongly with all ligands except for the ketonic FMZ tautomer, for which the interaction is surprisingly 
weak. Tyr144 in the closed form follows a pattern similar to that observed in the open form, showing 
weak interactions with all ligands except ketonic CTZ. 
 
 
 
 
 
 
 
 
 
 
 

 

Fig. 5: Probability distributions of the ligand-Nluc COM-COM distance for the eight complexes with Nluc in 

the odpn (left) and closed (right) form. 



 

110  

Table 2: Ligand-receptor contact analysis involving the residues of intra-barrel catalytic sice for the 
eight Nluc complex (see text for details) 

OPEN 
 L22 Y94 Y109 F110 Y114 I137 D139 F151 V153 R162 

CTZ(k) S S S S S S S S S M 
CTZ(e) S S S S W S S M S M 
FMZ(k) S S S S W S S S S S 
FMZ(e) S S S S W M M M S W 

CLOSED 
 L22 H93 Y109 F110 Y114 I137 D139 F151 V153 R162 

CTZ(k) S S S S S S S S S S 
CTZ(e) S S S S W S S S S S 
FMZ(k) S W S S W W S S S S 
FMZ(e) S S S S W S S S S S 

 
Conclusion 
 
We have presented the results of extensive Hamiltonian replica exchange (HREX) simulations for eight 
Nluc complexes, involving the ligands FMZ and CTZ in both their ketonic and enolic tautomeric states, 
with the protein in either the open or closed conformation. The analysis of ligand mobility within the 
intra-barrel pocket and the ligand-Nluc contact patterns only partially confirms the binding modality 
speculated from available experimental data, which is based on complexes with non-reactive analogs 
or unligated structures. 
Our simulations highlight notable differences in binding modalities that depend on the tautomeric state 
of the ligand and the conformational state (open or closed) of the protein. These insights could inform 
the design of more effective substrates based on the reactive imidazo-pyrazine core. 
This study represents a preliminary foray into this structural space, and work is ongoing to further 
elucidate the binding mechanisms. The HREX trajectories and docking calculations have been 
deposited in the public Zenodo repository (https://zenodo.org/uploads/17177177) and are available 
with no restrictions for independent analysis by researchers interested in this subject. 
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ABSTRACT. MD simulations were employed to analyze the dynamic behaviour of 
two different systems: Aldehyde dehydrogenase 2 (ALDH2) and human 
Concentrative Nucleoside Transporter 3 (hCNT3). In the case of ALDH2 MD 
simulations included the NAD+ cofactor and in that of hCNT3 the lipid 
mitochondrial membrane. Using molecular docking and molecular dynamics 
(MD) simulations, the structural and energetic impacts of each ligand on 
ALDH2 and hCNT3 were deeply analyzed. 

 

Computational point of view of the inhibition of ALDH2 by quercetin and 
Miquelianin: comparative molecular insights  
 

Alcohol is metabolized in the liver to acetate in a two-step process: alcohol (ethanol) is converted to 
acetaldehyde by the enzyme alcohol dehydrogenase (ADH) followed by conversion of acetaldehyde to 
acetate by the aldehyde dehydrogenase (ALDH, Figure 1A). 

When the body consumes large amounts of alcohol in a short period of time, it leads to the 
accumulation of acetaldehyde, which in turn causes headaches, nausea, and dizziness. ALDH2 is the 
main functioning among the most relevant enzymes in the family of ALDHs for alcohol metabolism, 
located at mitochondrial cell region. [1,2] 

 

 

 

Fig. 1 A) Representation of the A-chain (in corn flower blue) and B-chain (in orange) of ALDH2 together with the 
cofactor (NAD+); B) The chemical structure of the three antioxidants (Quercetin, Miquelianin and its anionic 
species (Miquelianin (-)) examined; C) RMSD of backbone atoms calculated for the ALDH2:NAD+:Que; 
ALDH2:NAD+:MIQ and ALDH2:NAD+:MIQ(-) complexes compared to the holoform ALDH2. 
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The reduction of enzymatic activity of ALDH2 results in aldehyde accumulation, which generates signs 
of alcohol usage, like headaches, flushing, tachycardia, nausea, and vomiting after consuming alcohol. 
[3,4] Some people who can drink other alcoholic beverages without experiencing any headaches, 
experience headaches when they consume red wine. The cause for this effect has been attributed to 
the high level of phenolics in red wine. Recently it was observed that headaches can be attributed to a 
dysfunctional ALDH2 variant, allowing it to accumulate.[5] In the same work the inhibition screening 
assay proposed the quercetin-3-glucuronide (miquelianin) as a strong inhibitor for additional research 
compared to quercetin.  In order to gain a deeper understanding of the triggers of headache by red wine 
(RWH) and to explain the inhibitory effects of phenolics on ALDH2, the present study explored by  
molecular dynamics the European isoform of the ALDH2 (in holo state with nicotinamide adenine 
dinucleotide (NAD+)) in complex with two flavonoids, Miquelianin in both neutral (MIQ) and negatively 
charged [MIQ(-)] forms and quercetin (QUE). Their structure is depicted in Figure 1B.  The present study 
investigates the conformational behaviour of the ternary complexes formation (ALDH2:NAD+:Que; 
ALDH2:NAD+:MIQ and ALDH2:NAD+:MIQ(-)) to provide atomistic insights  helpful to better clarify the 
molecular mechanisms of their formation.  

Molecular docking and MD simulations were employed to assess the structural and energetic 
influences of these ligands on ALDH2, with a focus on binding affinities, protein flexibility, and enzymatic 
stability. The crystal structure of ALDH2 (PDB ID: 8DR9) [6] was utilized as a model. AutoDock4 was 
used for docking calculations, targeting residues near the active site (Cys302).  

200 ns of MD simulations were conducted to evaluate structural stability and ligand-induced flexibility. 
All the simulations have been carried out with GROMACS20. [7,8] A very detailed post-MD analysis 
(Root-mean-square deviation (RMSD), root mean square fluctuation (RMSF), hydrogen (H)-bond 
analysis, RMSD-based clustering of MD trajectories, analysis of the distances) was carried out to assess 
the conformational behaviour during the molecular dynamics simulations changes. MD trajectories 
have been evaluated by calculation of RMSD of the three complexes in comparison with the holo-form 
shown in Figure 1C. It is possible to observe as the presence of the ligand, in all the three complexes, 
induces the structural stability of the holoform ALDH2, indicating a good performance of the adopted 
computational protocol. Despite the presence of the sugar ring making bulkier MIQ and MIQ(-), MIQ 
binds in a similar region of QUE as observed from the most populated clustered conformation (Figure 
2). Instead, the flavonoid rings are oriented in very comparable fashion to that of QUE keeping contact 
with the same amino acid residues as reported in Figure 2. 

 

 

 

Fig. 2 The most representative cluster from MD simulations of the ALDH2:NAD+:Que; ALDH2:NAD+:MIQ and 
ALDH2:NAD+:MIQ(-) complexes. 
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Furthermore, by MM-PBSA free energy calculations reported in Figure 3, miquelianin, especially in its 
neutral form, exhibited higher binding affinity to ALDH2 compared to quercetin. Such results are in 
agreement with the experimental observations. . The MM-P/GBSA calculation was carried out using the 
MMPBSA.py [9] module of AMBER16. [10] 

 

 

Fig. 3Average of binding free energy (kcal/mol) of the three examined complexes 

 

From the comparative analysis of the MD simulations of the ALDH2:NAD+:Que; ALDH2:NAD+:MIQ and 
ALDH2:NAD+:MIQ(-) complexes, important differences in terms of interactions and structural aspects 
emerged contributing to rationalize the experimental evidence.[4] Deeper analysis of the investigation 
will be available in the manuscript in preparation for submission. 

 

Molecular Dynamics Insights into the conformational behaviour of the 
Platinum-Modified guanines in the human CNT3 Transporter in the Plasma 
Membrane 
 

A transporter as a membrane protein facilitates the movement of ions, molecules, or other substances 
across a biological membrane. These proteins are essential for maintaining cellular homeostasis by 
regulating the import and export of nutrients, waste products, and signalling molecules.  

Nucleosides, which function as signalling molecules and precursors to nucleic acids, enter cells by 
concentrative nucleoside transporters (CNTs). Additionally, CNTs are essential for the uptake of 
nucleoside-derived drugs showing antiviral and anticancer activities. Gaining insight into how CNTs 
identify and import their substrates may result helpful in the development of nucleoside-derived drugs 
that can be recognized by their targets more effectively as well as can improve our understanding of 
biological processes related to nucleosides. Computational methodologies hold a distinct advantage 
in offering mechanistic insights that may be beyond the reach of experimental approaches but are 
essential for guiding the rational design of drugs. 

In this work, we studied model complexes based on guanosines N7-coordinated to a platinum center, 
working as modified nucleosides with unaltered sugar moieties, guided by experimental data that tested 
the possibility that N7-platinated purines could be transported into cells through HELA cells plasma 
membrane.[11] So, we focused on the structural behavior observed within the site cleft of CTN3 (a 
nucleosides transporter) and its neighboring area when interacting with the considered 1–3 platinated 
nucleosides shown in Figure 4A. To better understand the specificity of platinated nucleoside uptake by 
this trans-membrane transporter and its potential access to specific cell types and intracellular 
compartments, also the canonical dGuo was studied for comparison. 
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Fig. 4 A) Schematic representation of complexes: [Pt(dien)(N7-dGuo)] (1), cis-[Pt(NH3)2Cl(N7-dGuo)] (2), and cis-
[Pt(NH3)2(H2O)(N7-dGuo)] (3); dGuo = 5′-(2′-deoxy)-guanosine that bind the transporter inside the membrane cell; 
B) Nucleoside binding region of the hCNT3 considered in the docking of all the four nucleosides. The example 
reported in the figure is related to Pt(dien)(N7-dGuo)]. 

The structures of all the complexes are based on the human Cryo-EM structure of the (PDB 6KSW, 
resolution of 3.6 Å).[12] The structure of the enzyme consists of 632 amino acid residues and includes 
three chains. Next, the four nucleosides were docked using Autodock4 [13]. on human CTN3 at the site 
of the transporter where the molecules bind with more affinity corresponding to the nucleoside binding 
region of the transporter. (Figure 4B)  

To obtain the model of the transporter systems inside the membrane cell CHARMM-GUI, [14] a web-
based tool has been used. By Membrane Builder option, one can create the sequence of CHARMM 
inputs required to construct a protein/membrane complex to run molecular dynamics simulations has 
been created. All the simulations were run using GROMACS20 package [7,8]. 

In the MD simulations, all the nucleosides reside in the nucleoside pocket of the protein, in particular 
[Pt(dien)(N7-dGuo)]2+, interacts by the nucleobase portion with T342 and E343 as the dGuo which in 
turn is in contact also with Q341, accordingly to the residues indicated for hCNT3.[12] 

The number of hydrogen bonds formed between ligands and the membrane protein was determined for 
each system during the 200 ns of simulation. A donor-acceptor cutoff distance within 3.0 Å and a 
maximum donor-hydrogen-acceptor angle of 20° were used in the calculation. Figure 5 displays the 
results of the donor-acceptor H-bond analysis between the transporter and the nucleosides present in 
the four systems under investigation. A thorough examination was conducted on the key diagonal 
barrier scaffold domain TM9 (residues 432 to 475 of hCNT3), which plays a role in the translocation of 
the bound nucleoside across the membrane into the cell. 

 

Fig. 5. Hydrogen bonding between the ligand and the transporter encountered during the simulation 
time of 200 ps. 
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The TM9 helix's S297, S375, S443, and S444 residues are the most commonly involved in hydrogen 
bonding with the [Pt(dien)(N7-dGuo)] moiety (Figure 5). This implies that the interaction with the 
positively charged platinated molecule depends critically on these polar residues. In order to promote 
the transportability process of the three platinated nucleosides on the transporter, serine residues were 
discovered to be very significant. 

More detailed analysis of the investigation will be found in the manuscript submitted. 

 

Computer code 
Simulations and analysis of trajectories were carried out using GROMACS 2020 (gmx_mpi module) 
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ABSTRACT. Using density functional theory, we investigate structural and electronic 
features of P2-type NaxMO2 systems that have been proposed for use in NIB positive 
electrodes. While simulating the cathode charging process (i.e., desodiation), we 
correlate the changes in structural and electronic properties to describe the 
electrochemical behaviour. By comparing three formulations encompassing different 
elements at M site, we aim at unveiling the role of increasing entropy in regulating the 
structure-property relationship in this class of materials. Our theoretical insights can 
provide insights for future design principles towards structurally stable high-entropy 
layered oxides as efficient NIB cathodes. 

Introduction 
The research conducted at the University of Naples “Federico II” has focused on the ab initio 
investigation of high-entropy oxides that have been proposed as promising cathode materials for Na-
ion batteries (NIBs) [1]. While selecting the suitable TM composition in layered P2-NaxTMO2 has 
emerged as the crucial point to tune and regulate specific capacity and energy density of the cathode 
[2-5], complex formulations featuring high configurational entropy can be achieved by mixing  different 
metal elements. In principle, different metals can exert different roles, either being directly involved in 
the redox activity and charge compensation upon Na+ removal or contributing to structure stabilization. 
Herein, three compositions have been explored, Na0.69(Mn0.44Ni0.19Co0.25Ti0.09Mg0.03)O2, 
Na0.69(Mn0.44Ni0.19Co0.20Al0.05Ti0.09Mg0.03)O2 and Na0.69(Mn0.44Ni0.19Co0.18Al0.05Fe0.02Ti0.09Mg0.03)O2 (MEO-1, 
MEO-2, and HEO, respectively), the labelling criteria following the calculation of configuration entropy 
according to Eq. 1. Direct comparison with the low-entropy counterpart Na0.69(Mn0.69Ni0.31)O2 (LEO) is 
also provided. The aim is to unveil the specific role of TM mixing and correlate the increasing entropy to 
potential effects into structural and electronic features upon charge. 

Methods and Computational details 
Spin-polarized DFT calculations are performed with projector-augmented wave (PAW) potentials and 
plane-wave (PW) basis set, as implemented in the Vienna Ab-initio Simulation Package (VASP) code. 
We use the Perdew-Burke-Ernzerhof (PBE) exchange-correlation functional with the +U Hubbard-like 
correction scheme to overcome the large self-interaction error (SIE) that affects DFT when applied to 
mid-to-late first-row TM oxides with tightly localized d electrons. The on-site correction is applied to the 
d electrons of Mn, Ni, Co, Fe atoms with a unified average effective U-J parameter, Ueff, equal to 4 eV [6]. 
The D3-BJ dispersion correction is also added to account for interlayer van der Waals (vdW) interactions 
[7]. A kinetic energy cutoff of 600 eV and a 1×2×2 Γ-centered k-points sampling mesh are required to 
converge the PW basis set within 10-5 eV threshold. Criteria for ionic minimization is set to 3x10-2 eVÅ-1. 
Electronic structure has been refined at HSE06 level of theory, including the TS correction to account 
for vdW dispersion forces, as implemented in the FHI-aims code. Light-tier1 basis sets of NAOs have 
been employed [8]. Structural models consist of 8x4x1 supercells containing 236 atoms in the highest 
sodiated state. To accurately consider the configurational entropy at both NaEdge/NaFace and M sites at 
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each stoichiometry, we employ the special quasi-random structure (SQS) approach, that ensures 
occupancy of each site consistently respected throughout the analysis [9]. 

Results and discussion 
The investigated formulations, Na0.69(Mn0.69Ni0.31)O2, Na0.69(Mn0.44Ni0.19Co0.25Ti0.09Mg0.03)O2, 
Na0.69(Mn0.44Ni0.19Co0.20Al0.05Ti0.09Mg0.03)O2 and Na0.69(Mn0.44Ni0.19Co0.18Al0.05Fe0.02Ti0.09Mg0.03)O2 feature 
configurational entropy values of S = 0.62R, 1.34R, 1.47R and 1.54R (according to Eq. 1). As the following 
ranges are usually considered: S < 1R low-entropy, 1R < S < 1.5R medium-entropy, S > 1.5R high-entropy, 
we will name the compounds as LEO, MEO-1, MEO-2, and HEO, respectively. 

 

𝑆 = −𝑅 ∑  𝑥𝑖 ln(𝑥𝑖) (1) 

 

The structural models consist of 8x4x1 supercells within the P63/mmc space group. The SQS approach 
was used to simulate the M disorder in TMO2-layers. The Na atoms are placed in edge (e) and face (f) 
sites to achieve an e/f ratio of 2 [10]. To mimic the desodiation process, we model various Na contents 
(x = 0.69, 0.50, 0.30, 0.12). Fig. 1 illustrates the structural models, the in-plane projections displaying 
the random metal atoms distributions obtained from SQS, and the 3D-perspective view of the cells. 

 

 

Fig.1: Structural models for the P2-NaxMO2 series: LEO, MEO-1, MEO-2 and HEO. Top: random distribution of metal 
atoms within the MO2-layers. Bottom: 3D view of the hexagonal cells in the P63/mmc space group.  

 

As listed in Table 1, the minimum-energy structures obtained at PBE+U-D3BJ level of theory features a 
and c constants in agreement with experimental data (deviation below 1% is observed). Lattice 
compression is evidenced for all compounds across desodiation, as a result of the stronger attractive 
interactions associated to the lesser Na cations content. Moreover, cell volume variations are also 
highlighted along the oxides series as a function of increasing entropy, suggesting that the substitution 
at M site with different M in different oxidation states does alter the geometry arrangements.  
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Table 1: Lattice parameters of the minimum-energy structures obtained at the PBE+U-D3BJ level of theory. 
Deviation on a and c constants from experimental data is reported for the highly sodiated structure. 

 LEO MEO-1 MEO-2 HEO 

x Na 
a (Å) 

dev 

c (Å) 

dev 

a (Å) 

dev 

c (Å) 

dev 

a (Å) 

dev 

c (Å) 

dev 

a (Å) 

dev 

c (Å) 

dev 

0.69 
23.272 
0.6% 

11.233 
0.6% 

23.097 
0.4% 

11.155 

0.1% 

23.138 

0.6% 

11.175 

0.3% 

23.127 

0.5% 

11.169 

0.1% 

0.50 23.165 11.181 23.007 11.112 23.063 11.139 22.808 11.487 

0.30 23.097 11.149 23.031 11.123 22.921 11.070 22.773 11.469 

0.12 22.951 11.078 22.927 11.073 22.888 11.054 22.794 11.480 

 

To address the role of increasing entropy in tuning the structural features of the oxides, we dissect the 
contribution of each M sublattice to the magnitude of distortion (related to bond distance variations) 
and shear fraction parameters (associated with bond angle variations), as defined by Van Vleck: these 
figures of merits can quantify the geometrical rearrangements occurring within a M-centered 
octahedron (MO6 units in our structures) related to Jahn-Teller effects or to increasing electrostatics 
owing to oxidated M centers. In Fig.2, r and h are plotted as function of desodiation (top and bottom 
panels, respectively) for each oxide compound. From the average values, we extract the individual 
contributions from the specific M atoms (see displayed colour legend). Increasing/decreasing trend of 
r with decreasing Na content are ascribed to the higher/lower content of Jahn-Teller active centers as a 
result of M oxidation occurring upon charge. As for h trend, we can generally assess that the highest the 
shear contribution, the highest the tendency to P-to-O gliding underlying detrimental solid-state phase 
transition [11]: that being considered, the Ti sublattice seems to significantly mitigate this effects, 
suggesting an active role in improving the structural retention of the cathode by preventing the P2-O2 
phase transition at high voltage (cyan lines in Fig.2).  
 

 
Fig. 2: Magnitude of distortion, r, and shear fraction parameter, h, calculated for (from left to right) LEO, MEO-1, 
MEO-2, and HEO, with the VanVleckCalculator. Colour legend is displayed. 
 
To further inquire the structural stability upon charge, we focus on the formation of Mn out-of-layer 
migration, which is preliminary to metal migration commonly observed in this kind of materials during 
cycling. We model the process as the formation of an anti-site defect, that is Mn occupying a Na site 
left vacant after desodiation step. Fig.3 shows the corresponding structures obtained after geometry 
optimization, together with the magnetization values on the Mn migrated site. In all explored cases, the 
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displaced Mn features a reduced 2+ oxidation state. The formation energy results demonstrate that 
desodiation facilitates the accommodation of Mn in Na vacancies, and more interestingly that Mn is 
less prone to migrate in a cell with high configurational entropy. This finding unveils that metal 
migration, which can be harmful to the cell capacity because it reduces the available sites for reversible 
Na storage, can be prevented by implementing tailored formulations with high configurational entropy. 
Further investigation is ongoing, exploring additional M migration (e.g., Ni, Co) and the resulting 
chemical environment so as to shed light on this mechanism and pursue this direction towards rational 
design principles. 
 

 
Fig. 3: Mn-out-of-layer migration: structural details, anti-site defects formation energy, Mn magnetic moment. 
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ABSTRACT. This is the first application of satellite data assimilation in the MINNI 
Atmospheric Modelling System (MINNI-AMS). The tool was developed in the 
CAMEO project, in the framework of Copernicus Atmosphere Monitoring 
Service. Copernicus Sentinel-5 total columns were used to adjust model 
simulation fields, in order to improve the accuracy of air quality forecasts and 
analyses. The ENEA CRESCO 6 HPC facility was used. 

 

Introduction 
Data measured by the TROPOspheric Monitoring Instrument (TROPOMI) instrument on board the 
Copernicus Sentinel-5 Precursor satellite, launched in October 2017, provides a comprehensive 
atmospheric composition dataset at high horizontal resolution (5.5 km - 7 km). The total columns of 
SO2, CO, HCHO, NO2 and tropospheric O3 L2 products were assimilated in MINNI-AMS, by means of 
an Optimal Interpolation (OI) algorithm. The data assimilation routine has recently been integrated into 
the hybrid MPI/OMP FARM [1][2] (v. 6.0) chemical dispersion code and can be activated via a dedicated 
flag, upon providing a specific namelist. Here, we present some preliminary evaluations of its 
application to five pollutants, SO2, CO, HCHO, NO2 and O3, retrieved by Sentinel 5P satellite [3] for 
August 2023.  The aim of this work was to investigate which is the impact of the covariance matrix 
definition used by OI and of multipollutant assimilation. The changes in total column content and 
surface concentrations caused by different assimilation setup are shown.  

To the authors' knowledge, this is the first application of a satellite assimilation technique by an Italian 
research group. 

 

The optimal interpolation algorithm 
The Optimal Interpolation (OI) data assimilation scheme is based on Adani and Uboldi [4] and operates 
in the observation space. Its central objective is to minimize a quadratic cost function, which provides 
the Best Linear Unbiased Estimate (BLUE) by weighting the differences between observations and the 
forward model based on their respective error covariance matrices. The observational operator is 
realized by the CAMS Satellite Operator (CSO, version 1.9, for reference [5][6]), which transforms the 3D 
model field into the satellite's observation space at each pixel location. This process involves profile 
interpolation onto the satellite's pressure levels and the subsequent application of the observation’s 
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averaging kernel to modulate the sensitivity and influence of the retrieved profile across different 
heights, culminating in a total column estimate. Once the total column analysis increment is calculated 
at the pixel level, a reverse algorithm allocates this assimilated change back to the corresponding 3D 
model grid points (the analysis increment spreading). 

Operationally, assimilation is performed cyclically on each pollutant at every time step where 
observation availability is confirmed. Since no chemistry calculations are performed between the 
assimilation of one pollutant and the next, the processing order is non-critical. Model corrections were 
strictly localized to the areas where observations were available. Furthermore, observations were 
subject to quality control: negative observed values were excluded, and a minimum quality flag 
threshold of 0.75 was enforced for all retained data. 

Whereas observational errors are directly available in the satellite retrievals (observations) downloaded 
using CSO package, the model background error covariance matrix was computed with NMC [7] for 48h-
0h forecast (D0 and D-2) using logarithmic concentration. Two different approaches for estimating the 
covariances were used: the first was based on averaged monthly covariance matrix (Bavg) and the 
second on monthly hourly maximum (Bmax). The latter method assigns a higher weight to the model 
error, leading to a stronger correction of the model using the observations. The covariance matrix was 
estimated in the same way for all five pollutants and, for simplicity, was factorized assuming to be 
proportional to the product of standard deviations at different locations and gaussian shaped, provided 
the horizontal correlation length of 100 km; the vertical scale was set to 0.18, expressed in pressure 
natural logarithm units. 

 

The simulations set-up 
Five simulations (one base case and four with assimilation) were performed with MINNI-AMS over 
Europe using the same configuration as in CAMS Regional Air Quality [8]. The setup of the base case 
simulation is shown in Table 1.  
 

Table 1: Base case setup (no assimilation). 

horizontal resolution 0.15 x 0.1 lat/lon 
number grid points 468x421 
number of vertical 
levels 

17 

top of domain 11970 m 
meteorological driver D0 IFS, 1 hour time resolution 
boundary conditions CAMS global 
emission inventory CAMS-REG-V6.1.1_year2022  

 

 The four simulations with assimilation used the setup of base case, but they performed assimilation of 
pollutants as follows: 1) assimilation of five pollutants (5poll) with Bavg; 2) 5poll with Bmax 
(5polls_BgkCov_max); 3) assimilation of four pollutants (NO2_CO_HCHO_SO2, excluding ozone) with 
Bavg; 4) O3 assimilation with Bavg.  

 

Results of OI assimilation 
In Fig. 1 the percentage differences on monthly averaged (August 2023) surface concentrations (in 
µg/m3) are shown for SO2 and NO2. The assimilation of SO2 retrievals make just “visible” Etna volcano by 
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model that did not consider its emission in the middle of August 2023. The assimilation increases 
column content all over domain both for Bavg and Bmax, with higher values for Bmax (top left graph). As 
expected, the effect of Bmax is lightly enhancing the differences with respect to  basecase, because a 
larger specified model error increases the weight applied to the observations. 

Similar results are observed for NO2. These increases are observed also for total column content of both 
pollutants shown in Fig. 2.  In Fig. 3 the time series of global biases over all stations are shown for CO, 
SO2, NO2 and O3. For CO: none of the simulations with satellite data assimilation has significant effect 
with respect to “basecase” model results. For SO2 a slight increase and decrease in BIAS and CORR are 
observed for Bavg and Bmax simulations; again, Bmax has a higher impact with respect to Bavg. Only 
Bmax produce a visible effect increasing slightly both BIAS and CORR for NO2.  

 

 

Fig.1: Monthly (August 2023) averaged percentage differences (%) of surface concentrations of NO2 and SO2 due 
to different definition of Bavg and Bmax 
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Fig.2: Monthly (August 2023) averaged percentage differences (%) of total column concentrations of NO2 and 
SO2 due to different definition of Bavg and Bmax 

 

 

Fig.3: Daily bias (BIAS) and correlation (CORR) for CO, SO2, NO2 and O3. 

 

It worth noting that the effect of Bmax on O3 is to increase the BIAS up to a factor 3, while CORR is slightly 
decreased. The assimilation of only O3 satellite retrievals has indeed a lower impact on surface 
concentrations than the simultaneous assimilation of HCHO, NO2, CO, SO2 and O3 (Fig. 4). The increase 
of O3 concentration over most of the domain has a pattern like the increase of HCHO. However, the 
pattern of differences in NO2 concentrations shows little resemblance with that of O3. This may be due 
to horizontal spatial resolution of the simulations and gas phase chemistry formulation of HCHO, NO2, 
and O3 interactions as well as due to assimilation approach and quality of satellite retrievals.  
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Conclusions 
The application of OI assimilation method to different pollutants has shown that the effect of 
assimilation is pollutant dependent, with low impact of satellite data on simulated CO and high impact 
on model performances in simulating O3.  

The use of different definitions for Background Error Covariance Matrix (B) is important, the choice of 
average or maximum values leads to different results according to pollutant. By using Bmax, an increase 
of surface concentration in areas with high emissions as Etna volcano for SO2 and Po Valley, northern 
Italy for NO2, was observed. 

The simultaneous assimilation of interacting pollutants such as HCHO and O3 leads to different results 
in modelled surface concentration of O3 with respect to the simulation when only O3 is assimilated.  

More research is needed for finding the best definition of covariance matrix according to pollutant, for 
finding the best approach for simultaneous assimilation of satellite retrievals for interacting pollutants 
and for simultaneous assimilation of satellite retrievals and surface measurements.  

The results also show that higher knowledge on atmospheric gas phase chemistry involving HCHO and 
O3 as well as on biogenic volatile organic carbon (VOC) emissions largely responsible for the variabilities 
of HCHO is necessary. 

 

Computer code and computational times 
A non-official fork version of the 3D Eulerian chemical transport model, FARM, based on release 6.0, 
was used. The adopted chemical scheme was SAPRC-99 [9], with aerosol AERO3 module [10]. The 
integration of CSO 1.9 assimilation subroutines in FARM will be introduced into the next official 
releases. The computation was performed on the CRESCO 6 cluster, whose nodes are equipped with 
48 CPU cores. The computation utilized 7 nodes, with each node configured with two sockets, each 
hosting 24 CPU cores. Elapsed time was about 33.5 minutes per day. Therefore, each of the five 
simulations completed the entire month of August 2023 in approximately 17 hours. 

   

Fig.4: Monthly averaged differences of hourly surface concentrations of O3, NO2 and HCHO. 
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ABSTRACT. Perovskite Solar Cells (PSCs) offer exceptional photoconversion 
efficiencies and are poised to revolutionize photovoltaics. Their performance 
and stability hinge on the interfaces between the perovskite absorber and 
charge transport layers. Introducing interlayers has boosted efficiency and 
durability, but the underlying mechanisms remain unclear. Using density 
functional theory, we explore the role of a C10-BTBT interlayer between a triple-
cation perovskite and MeO-2PACz. Our findings reveal a novel bridge-mediated 
charge transfer mechanism where C10-BTBT enhances interfacial chemical 
bonding and accelerates hole injection. This molecular-level insight 
establishes a versatile framework for optimizing PSC interfaces to achieve 
improved performance and longevity. 

Introduction 
Perovskite solar cells (PSCs) have rapidly advanced in renewable energy, achieving efficiencies 
comparable to silicon cells while offering lower costs and flexible designs.1 Continued progress relies 
heavily on interfacial engineering, where inserting interlayers between the perovskite and charge 
transport layers (CTLs) enhances energy alignment, interface quality, charge extraction, and reduces 
defects—boosting both efficiency and stability. Self-assembled monolayers (SAMs) are a proven 
interlayer approach, providing precise surface control. They passivate defects, tune energy levels, 
stabilize interfaces, and sometimes serve as CTLs themselves. Examples include N719 and N749 dyes, 
which improve defect passivation and moisture resistance, and 2PACz, which modifies ITO work 
function to enhance hole extraction. ZnO, SnO₂, and NiOx also benefit from SAMs or dipole molecules 
to improve charge transport.2,3 Despite their advantages, SAMs often struggle with thermal stability and 
adhesion under temperature fluctuations. Self-assembled bilayers (SABs), composed of two distinct 
SAMs, offer improved stability and functional versatility. For example, the TFMBTA interlayer between 
MeO-2PACz HTL and perovskite enhances charge transfer, surface morphology, and defect passivation. 

Computational studies of perovskite/CTL interfaces vary: some focus on isolated CTLs and band 
alignment; others simulate full interfaces with polarization and charge transport effects; only a few 
examine interlayer roles. Recently, Takhellambam et al.4 introduced a C10-BTBT interlayer between 
MeO-2PACz and a triple-cation perovskite in a p-i-n PSC. This interlayer preserves perovskite structure 
while significantly improving charge extraction. Preliminary DFT modeling of the MeO-2PACz/C10-BTBT 
dyad showed favorable HOMO alignment aiding hole collection. Here, we extend this work with DFT5 
simulations of the complete perovskite/MeO-2PACz interface—with and without C10-BTBT, offering 
deeper insight into how the interlayer enhances interfacial interactions and charge transfer. 
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Results and Discussion 
Structural model and electronic structure features of TriLHP bulk are depicted by Figure 1 For the 
interfaces, we consider the thermodynamically favored (010) perovskite surface with the PbX2 (with X=I, 
Br), being the most suitable for photovoltaic applications.according to literature.6–8 We consider either 
the MeO-2PACz SAM or the MeO-2PACz/C10-BTBT dyad. 

Figure 1. Lateral views of the relaxed TriLHP/Molecule(s) interfaces. Molecule(s) refer to MeO-2PACz or to the 
C10-BTBT/ MeO-2PACz dyad. Only the two outermost layers of the perovskite are shown for clarity. Electron 
density difference plots (iso-surface value = 0.005 a.u) are shown; yellow and blue regions denote charge 
accumulation and depletion zones upon interface formation, respectively. Binding (Eb) and adhesion (Ea) energies 
calculated at the DFT-HSE06 level of theory according to Eqs.1 and 2, respectively, are shown for each interface. 
Atomic color code: Cs, turquoise; Pb, dark gray; I, plum; Br, magenta; C, green; N, blue; H, light pink; P, lavender; 
O, red. 

Binding and adhesion energies, which are calculated as: 

𝐸𝑏 = 𝐸𝑖𝑛𝑡 − 𝐸𝑚𝑜𝑙 − 𝐸𝑠𝑢𝑟𝑓  (1) 

𝐸𝑎 = 𝐸𝑖𝑛𝑡 − 𝐸 ∗𝑚𝑜𝑙− 𝐸 ∗𝑠𝑢𝑟𝑓  (2) 

Where the binding energy (Eb) is the difference between the total energy of the relaxed interface (Eint) and 
those of the isolated perovskite surface (Esurf) and molecule (Emol). The adhesion energetic contribution 
(Ea) refers instead to the energies of the surface (E*surf) and the molecules (E*mol) at the interface 
minimum-energy geometry. Notably, the introduction of C10-BTBT improves the binding between PbX2 
termination and MeO-2PACz, achieving the most favorable binding energy (-1.21 eV). 

A qualitative estimate of the band alignment for the PbX2 interface model can be derived from density of 
states (DOS), as shown in Figure 2. 
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Figure 2. DFT-HSE06 projected density of states for the interfaces with MeO-2PACz (a) and dyad (b). Density of 
states plots are resolved for the different moieties (TriLHP, MeO-2PACz, and C10-BTBT). HOMO and HOMO-1 are 
depicted for each interface (isosurface value: 0.09 a.u.). DFT-HSE06 computed coupling matrix elements (Vad), 
considering as Donor/Acceptor the couples MeO-2PACz/TriLHP (c and d), C10-BTBT/TriLHP (e and f), and MeO-
2PACz/C10-BTBT (g and h) systems, for both the HOMO and HOMO-1 donor states and a wide range of acceptor 
states (Ea). The solid black line represents the spectral function G(E) calculated according to Eq. 3. In each plot, 
MeO-2PACz and C10-BTBT states are represented by violet and green vertical lines, respectively.  

Computed DOS show favorable alignment between the molecule’s HOMO and the perovskite valence 
band. At the bare perovskite/HTL interface, MeO-2PACz’s HOMO and HOMO-1 lie above the perovskite 
VBM. Adding the interlayer maintains this alignment and increases the energy gap, enhancing the driving 
force for hole injection. The molecule’s HOMO stays localized on the SAM, while HOMO-1 and lower 
states delocalize across both SAM and interlayer, as supported by molecular orbitals in Figure 2 (a and 
b). 

Beyond thermodynamics, we examine C10-BTBT’s impact on charge transport kinetics using the 
projection operator diabatization (POD) method by Futera et al.9 This technique projects the Kohn-Sham 
Hamiltonian onto an orthogonal basis localized on donor and acceptor atoms, isolating donor-acceptor 
couplings to extract transition probabilities and times. We calculated these coupling elements at the 
HSE06 level using the POD implementation in CP2K. Figure 2 shows the coupling elements 
VnmV_{nm}Vnm between donor (n) and acceptor (m) states for charge transfer at PbX₂/MeO-2PACz 
interfaces, with and without the interlayer. Without the interlayer, electron injection occurs directly from 
the SAM to the perovskite valence band. With the dyad, transfer happens in two steps: from MeO-2PACz 
to the interlayer’s occupied states, then from C10-BTBT to the perovskite. Both HOMO and HOMO-1 
orbitals are considered as transfer channels due to their energy levels above the perovskite VBM. 
Characteristic transfer times are evaluated via the spectral function G(E), defined as: 

𝜏 =
ℎ

2𝜋max (Γ)
  (4) 

Γ𝑛(𝐸) = 2𝜋 ∑𝑚 𝑉2
𝑛𝑚𝛿(𝐸 − 𝜀𝑚) (3) 



134 

Calculated injection times are summarized in Table 1. 

Table 1: Charge transfer times for the TriLHP/MeO-2PACz and the full TriLHP/dyad interfaces with PbX2 termination, 
calculated at DFT-HSE06 level from Gn(E) (Eq. 3). 

Interface TriLHP/MeO-2PACz TriLHP/C10-BTBT/MeO-
2PACz 

TriLHP/C10-
BTBT/MeO-2PACz 

Donor/Acceptor MeO-2PACz/TriLHP MeO-2PACz/C10-BTBT C10-BTBT/TriLHP 
   HOMO-1 8.21 fs 1.12 fs 2.18 fs 
   HOMO 4.84 fs 3.04 fs 2.15 fs 

The computed transition times serve as comparative indicators of charge transfer kinetics between 
models, rather than absolute values for direct experimental comparison. At the bare TriLHP/MeO-2PACz 
interface, the fastest charge transfer (CT) originates from the molecule’s HOMO, with a time of 4.84 fs. 
Adding C10-BTBT enables even faster two-step CT pathways: from MeO-2PACz HOMO-1 to BTBT, then 
from BTBT HOMO or HOMO-1 to the perovskite, with total times of 3.27 fs and 3.30 fs, respectively, both 
faster than the direct transfer without the interlayer. 

In conclusion, our DFT modeling reveals that the C10-BTBT interlayer enhances both the stability and 
charge transfer efficiency at the TriLHP/MeO-2PACz interface. The PbX₂-terminated (010) perovskite 
surface offers the strongest binding with MeO-2PACz, further stabilized by C10-BTBT. Electronically, the 
interlayer shifts molecular orbitals to increase the hole injection driving force and accelerates charge 
transfer, with faster injection times confirming a more efficient, two-step transfer mechanism via C10-
BTBT. 

Computational Details 
All-electron DFT calculations with periodic boundary conditions were performed using numerical atom-
centered orbitals (NAOs) in FHI-aims.10,11 Electrons were treated with atomic ZORA, using a 1 × 10⁻⁶ eV 
energy convergence threshold. Geometry optimizations employed the PBE functional with Tkatchenko–
Scheffler van der Waals corrections, relaxing structures until forces were below 0.02 eV/Å.12 
Calculations were run at the Γ-point using the light-tier1 basis. Electronic properties and couplings were 
refined using the HSE06 functional and computed with CP2K 
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ABSTRACT. The increasing demand for enhanced energy storage solutions has catalyzed 
substantial investigation into alternative electrolytes for lithium-ion batteries (LIBs). 
Significant findings reveal that appropriate solvent selections and their respective 
dielectric properties play crucial roles in the efficiency of these systems. For instance, 
studies have demonstrated that dimethyl sulfoxide (DMSO) and tetraethylene glycol 
dimethyl ether (TEGDME) exhibit contrasting solvation characteristics, wherein the 
latter's higher dielectric constant can lead to improved ion transport mechanisms 
when employed in binary mixes with organic carbonates. Similarly, the application of 
glyoxal acetals has emerged as a promising direction in maximizing battery 
performance, demonstrating effective accommodation of volumetric changes in 
silicon-based anodes and enabling high capacity operations at elevated temperatures. 
The incorporation of polarizable force fields in molecular dynamics simulations 
enhances the accuracy of modeling electrolyte properties, thereby fostering a deeper 
understanding of ion solvation and dynamic behaviors. Collectively, these 
advancements underscore the profound significance of solvent chemistry on the 
mechanisms governing lithium transport and overall battery efficacy, paving the way 
for the development of next-generation sustainable electrochemical energy storage 
systems.. 

State of the art and rationale of the research activity 
 

The research activity embedded within the current state of lithium-ion battery (LIB) technologies 
emphasizes the necessity to explore novel electrolytes that can enhance the performance and safety 
of these energy storage systems. Traditional carbonate-based electrolytes, while widely employed, 
show limitations in terms of thermal stability, safety, and environmental sustainability. Consequently, 
there is a pivot towards understanding and employing alternative solvent systems to optimize ion 
transport properties and enhance battery performance. The exploration of glyoxal acetals as potential 
electrolyte components signifies a notable advancement in this domain. These compounds exhibit 
film-forming capabilities which are essential for forming stable solid-electrolyte interphases (SEIs) on 
silicon and graphite anodes. This capability to maintain structural integrity during significant volume 
changes during charge and discharge cycles could lead to improved cycling stability, thereby realizing 
higher capacity outcomes in LIB applications. Studies indicate that the incorporation of glyoxal acetals 
can result in impressive electrochemical performance metrics, facilitating stable operation under 
various conditions. Simultaneously, the comparative investigation of dimethyl sulfoxide (DMSO) and 
tetraethylene glycol dimethyl ether (TEGDME) reveals substantial insights into solvation dynamics and 
lithium-ion transport properties. The marked differences in solvation behavior between these solvents 
underscore the necessity for a nuanced understanding of their interactions at the molecular level, 
informing the design and efficiency of battery electrolytes. Notably, DMSO’s lithium coordination 
features significant implications for the ionic conductivity of the electrolyte, suggesting that solvent 
choice is fundamentally linked to the efficacy of lithium transport mechanisms. In tandem with 
experimental approaches, molecular dynamics simulations have emerged as a powerful tool for 
investigating electrolyte properties. The integration of polarizable force fields in simulations can 
capture the dynamic and interacting behaviors of ionic species more accurately than traditional fixed 
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charge models. These advancements enable researchers to predict the impacts of different solvent 
compositions and to fine-tune the physicochemical attributes of novel electrolytes. Findings have 
demonstrated that polarizable force fields can yield enhanced descriptions of the structural and 
dynamical properties critical to electrolyte performance. Furthermore, the identification and 
optimization of novel electrolyte formulations often rely on qualitative comparisons across a broad 
spectrum of solvent systems. This methodological framework facilitates the exploration of various 
solvate configurations, enabling a systematic understanding of the coupling between ionic mobility and 
the electric field within the electrolyte medium. By articulating these relationships through both 
experimental and computational lenses, researchers can derive more coherent insights into how 
compound structures impact ionic conduction and overall battery performance. The trend toward 
diversifying solvent options extends the landscape for innovative battery chemistries, incorporating 
ethers, ionic liquids, and other organic solvents into the mix. This exploration not only serves to alleviate 
constraints posed by conventional carbonate-based systems but also aligns with global pushes toward 
greener and more efficient energy storage solutions. As the field advances, the collective understanding 
cultivated from empirical findings and theoretical models will support the development of 
sophisticated electrolytes tailored for improved battery designs. In conclusion, the ongoing research 
activity in exploring alternative electrolytes is critical for surmounting the challenges posed by 
traditional lithium-ion battery technologies. The dual focus on glyoxal acetals and the comparative 
study of solvation effects provides a promising avenue for enhancing the structural stability, safety, and 
efficiency of next-generation batteries. These investigations ultimately contribute to broader goals of 
sustainability in energy storage technology and the quest for more efficient electrochemical systems 
(figure 1).. 

 
Figure 1. Chemical systems studied within the research activity 

Results 
 

Advances in Electrolyte Choices for Lithium-Ion Batteries. The current landscape of lithium-ion 
battery (LIB) technology increasingly underscores the importance of alternative electrolyte systems, 
particularly in the context of growing energy demands and sustainability concerns. Traditional 
carbonate-based electrolytes, such as LP30, have demonstrated several limitations relating to thermal 
stability, safety, and toxicity. These deficiencies become especially critical when paired with high-
capacity anode materials like silicon, which undergo significant volumetric changes during lithiation 
and delithiation. Recent studies have focused on the formulation of new electrolyte components that 
enhance performance and mitigate issues attributed to conventional solvents. The exploration of 
glyoxal acetals represents a significant shift in this regard. These compounds have been shown to form 
stable solid-electrolyte interphases (SEIs) on silicon-based anodes. By effectively accommodating the 
volume changes during operation, glyoxal acetals facilitate improved cycling stability and longevity of 
the battery. Their high ionic conductivity further contributes to the overall efficiency of the LIB system, 
enabling rapid charge-discharge cycles without the typical issues associated with SEI degradation.  
Moreover, the adoption of polarizable force fields in molecular dynamics simulations has revolutionized 
the research approach. Unlike fixed point-charge models, which often lack precision in predicting the 
behavior of highly mobile charge carriers in liquid electrolytes, polarizable force fields provide deeper 
insights into the structural and dynamical properties. This refinement in modeling allows researchers to 
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accurately gauge the influence of various solvent compositions on ionic transport, thus fostering the 
design of next-generation electrolytes that can meet the evolving demands of energy storage 
technologies. 

 

Solvation Dynamics and Ionic Transport Mechanisms. An essential aspect of enhancing electrolyte 
performance lies in understanding solvation dynamics and the mechanisms of lithium-ion transport. 
Evaluations of the solvents dimethyl sulfoxide (DMSO) and tetraethylene glycol dimethyl ether 
(TEGDME) reveal significant variances in solvation behavior that impact lithium mobility. Experimental 
analyses, coupled with molecular dynamics simulations, underscore the predominant role of these 
solvents in governing the fluid dynamics within the electrolyte system.  

DMSO has emerged as a favored solvent due to its superior solvation properties, which enhance ionic 
mobility compared to TEGDME. Temperature-dependent studies demonstrate that as the operating 
temperature increases, DMSO-based electrolytes exhibit decreased bulk resistance, allowing for 
enhanced lithium transport. Conversely, TEGDME displays less optimal performance with observable 
disparities in diffusion coefficients among the different ionic species. The nuanced interactions 
between the solvent and lithium ions not only affect conductivity but also determine the structural 
characteristics of the electrolyte, such as its viscosity and thermal stability. 

The disparities in solvent behavior emphasize the importance of meticulous selection of solvent 
mixtures designed to promote optimal ion transport. Through focused empirical and computational 
approaches, researchers can tailor solvent compositions to address specific performance goals, 
aligning with the operational requirements of next-generation batteries. 

 

Implications and Future Directions in Battery Technology. The implications of these research findings 
extend well beyond immediate performance improvements in LIBs. The advancements in exploring 
alternative electrolytes and solvation strategies contribute to a broader narrative focusing on 
sustainability in battery technology. As the demand for cleaner, safer, and more efficient energy storage 
solutions escalates, the integration of less toxic and environmentally friendly solvents becomes 
paramount.  

Glyoxal acetals, for instance, represent a forward-thinking response to concerns surrounding the safety 
of conventional carbonate-based electrolytes. Their intrinsically lower toxicity and enhanced thermal 
stability renders them attractive candidates for developing eco-friendly battery systems. Moreover, the 
new insights gained from advanced simulations facilitate the optimization of these components for 
diverse applications, including renewable energy storage systems and electric vehicles. 

Looking ahead, it is essential to continue bridging the gap between experimental findings and 
theoretical advancements to facilitate practical applications of novel electrolytes. Emerging research 
efforts should also aim to explore the potential of synthetic and biological alternatives in solvent 
formulation, considering the intersection of chemistry and environmental impact.  

In conclusion, the ongoing exploration of alternative electrolytes, particularly the promising glyoxal 
acetal formulations, alongside enhanced solvation dynamics in traditional solvents like DMSO and 
TEGDME, signals a transformative era for lithium-ion battery technology. The collective advancements 
catalyzed by this research hold immense potential to enhance the performance, safety, and 
sustainability of energy storage solutions, ultimately aligning with global initiatives toward cleaner 
energy systems and efficient resource utilization. As researchers continue to refine and develop 
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innovative electrolyte systems, the future of battery technologies promises to be more resilient, 
adaptable, and environmentally sustainable. 
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ABSTRACT. This report describes the interaction dynamics between bioactive 
compounds from Saffron (Crocus sativus L.) and two specific DNA 
methyltransferases. Molecular docking and molecular dynamics (MD) 
simulations were performed using the high-performance parallel computing 
resources of CRESCO6 and the GROMACS 2021 suite. The integrated in silico 
approach provides novel insights into the nutri-epigenomic potential of saffron, 
supporting its classification as a promising functional food. 

 
Introduction 
 
Recent studies have increasingly elucidated the complex interplay between organisms and their 
environment, with epigenetic regulation playing a central role in linking genotype to phenotype. Nutri-
epigenomics explores how functional foods modulate these epigenetic mechanisms, influencing health 
outcomes [1,2]. 

Saffron is recognized for its protective effects against chronic diseases. While its antioxidant and anti-
inflammatory properties are well documented, its nutri-epigenomic potential remains underexplored. 
Emerging evidence indicates that saffron bioactive compounds interact with key epigenetic enzymes, 
affecting histone modifications and DNA methylation [3,4]. The detailed molecular mechanisms 
underlying these interactions, however, require further investigation. 

This study applies molecular docking and molecular dynamics simulations to characterize the binding 
of saffron constituents to epigenetic targets. This study suggests that specific bioactive molecules of 
saffron can form stable interactions with epigenetic enzymes, potentially modulating their activity. 
These findings support the role of saffron as a functional food with nutri-epigenomic properties [5]. 

 

Computational methods 
 
The ligands and protein structures identified through molecular screening were prepared for the docking 
procedure using AutoDock Tools 1.5.6 [6], where Gasteiger charges were assigned to saffron bioactive 
molecules (BM) and Kollmann charges to the epigenetic targets (ET). The highest-scoring ligand poses 
within the enzyme binding sites, obtained from docking with VINA [7], served as the initial configurations 
for subsequent molecular dynamics (MD) simulations. MD simulations were conducted using 
GROMACS 2021. Table 1 lists all complexes analyzed through these in silico experiments. The 
epigenetic enzymes were parameterized with the AMBER 99sb-ildn force field [8], while ligand 
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parameters were generated via ACPYPE (AnteChamber PYthon Parser interfacE) [9] utilizing the 
AnteChamber tool [10]. Each system was solvated using TIP3P water models [11] and neutralized with 
150 mM NaCl. Bond constraints involving hydrogen atoms were applied using the LINCS algorithm [12], 
and initial velocities were assigned according to a Maxwell-Boltzmann distribution. Unrestrained MD 
simulations were performed in the NPT ensemble for 200 nanoseconds. Key simulation details are 
summarized in Table 2. Trajectories of MD simulated complexes were visualized using VMD and PyMOL 
software, widely recognized tools for their effectiveness in graphically representing complex molecular 
systems. 

 

Table 1: List of simulated systems. 

 

Ligand Enzyme ET1e Enzyme ET2f 
BM1a ET1:BM1 ET2:BM1 
BM2b ET1:BM2 ET2:BM2 
BM3c ET1:BM3 ET2:BM3 
BM4d ET1:BM4 ET1:BM4 

 

a) Crocin, PubChem ID: CID 10368299 
b) Crocetin, PubChem ID: CID 5281232 
c) Picrocrocin, PubChem ID: CID 130796  
d) Safranal, PubChem ID: CID 61041 
e) DNA methyltransferase 1, PDB ID: 3swr.pdb 
f)  DNA methyltransferase 3a, PDB ID: 5yx2.pdb 

 

Table 2: MD simulation parameters. 

 

Simulations All-atom based 
Energy Minimization Steepest descent 

Cut-off scheme Verlet 
Long-range 

electrostatic force 
PME method [13] 

Equilibration 300ps 

Thermostat 
Bussi-Donadio-Parrinello 

[14] 
Temperature 300K 

Barostat Parrinello-Rahman [15] 
Pressure 1bar 

Dielectric constant 1 
Integration step 2fs 

Length of simulations 200ns 
 

Results and Discussion 
To assess the stability of the complexes and the dynamics of individual residues, the RMSF (Root Mean 
Square Fluctuation) analysis was performed. This analysis measures the average fluctuation of the Cα 
atoms of the enzyme and all the atoms of the ligand relative to their average positions over the 
simulation time, providing insights into the flexibility and conformational variability of the complexes.  
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The analysis highlighted notable differences in residue mobility between the ET1 and ET2 systems. 

Within the ET1 systems, the ET1:BM4 complex exhibits fluctuations primarily concentrated in the amino 
acid region spanning residues 700 to 1100, with a notable peak at residue 1125, reflecting an increase 
in conformational flexibility in this region that is not observed in the other complexes. Conversely, the 
ET1:BM1 complex shows the lowest RMSF values, revealing greater structural rigidity and suggesting it 
represents the most stable binding conformation.  

Regarding the ET2–ligand complexes, all complexes exhibit similar RMSF fluctuations across the 
binding interface, with ET2:BM1 showing the lowest RMSF values. In contrast, residues 700–750 of 
ET2:BM4 display increased fluctuations that are not present in the other complexes, indicating reduced 
local stability and greater conformational flexibility and greater conformational flexibility in this region.  

 

 

Figure 1: RMSF values, as a function of simulation time, of the systems in which ET1 and ET2 enzymes are in 
complex with BM1, BM2, BM3 and BM4. 

 

Conclusion 
Emerging evidence suggests that bioactive compounds from dietary sources can modulate epigenetic 
enzyme activity, thereby influencing gene regulation and potentially impacting human health and 
disease. This study applied a structure-based in silico approach, combining molecular docking and 
molecular dynamics simulations, to explore the interaction between four saffron-derived molecules 
and two key epigenetic enzymes. The majority of the simulated complexes showed stable ligand-target 
associations, indicating a possible epigenetic modulatory role for these compounds. Given the limited 
data currently available on the epigenetic actions of saffron, these computational findings highlight the 
need for further simulation studies and experimental validation, both to assess their therapeutic 
relevance and to support their classification as functional food components. The results presented in 
this report constitute a part of a broader study entitled ‘Epigenomics Nutritional Insights of Crocus 
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sativus L.: Computational Analysis of Bioactive Molecules Targeting DNA Methyltransferases and 
Histone Deacetylases’, which has been submitted to the International Journal of Molecular Sciences. 
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ABSTRACT. The Accelerator-Driven System (ADS) concept represents one of the 
possible strategies to enhance the sustainability of nuclear energy through the 
minimization of nuclear waste with very long-term radio-toxicity. It consists 
essentially in a sub-critical core coupled with a proton accelerator that - 
through the spallation process in a liquid metal target - supplies additional 
neutrons to the core which can be loaded - and transmute - significant 
amounts of transuranic nuclides without posing safety issues. Since the 2000s, 
the laboratory for Design and Analysis of Nuclear Systems has been involved in 
numerous - national and international - research activities related to the lead-
cooled ADSs: as briefly described, accurate neutronic analyses - relying on 
both deterministic and Monte Carlo codes - are needed for a complete 
feasibility study of these innovative concepts. 

 

Introduction 
Since the 2000s, with an initial impetus provided by Carlo Rubbia (President of ENEA in 1999-2005), the 
ENEA laboratory for the Design and Analysis of Nuclear Systems (NUC-ENER-PRO) has been engaged 
in research studies related to the Accelerator-Driven System (ADS) concept, aiming at the closure of the 
fuel cycle to enhance the sustainability of nuclear energy. Besides the energy production, the main ADS 
objective is represented by the minimization of nuclear waste, as transuranic (TRU) nuclides having very 
long-term radio-toxicity. The ADSs investigated in the last two decades - within Euratom projects, 
national programmes and international collaborations - consisted essentially in a proton accelerator 
coupled with a sub-critical core that - without posing safety issues - can be loaded with significant 
amounts of TRU nuclides and minimise their amount by transmutation. The “additional” neutrons for 
the operability of the fast-spectrum system are provided through the spallation process of the impinging 
protons in a target located in the centre of the core. Certainly, being a sophisticate and very innovative 
system, the cost/benefit ratio will have to be accurately verified, and a challenging R&D program would 
be necessary for its development and effective realization. 

In this research field, NUC-ENER-PRO has gained a valuable expertise in the study of the lead-cooled 
ADSs, having the liquid lead (or lead-bismuth eutectic) the double role of coolant for the sub-critical 
core and target for the protons’ spallation, as represented in the conceptual scheme shown in the left 
part of Fig. 1. In the ADS feasibility studies, both deterministic and Monte Carlo (MC) codes are required 
for a complete neutronic characterisation. Indeed, while deterministic codes can “easily” perform fuel 
cycle analyses with the typical upper boundary at 20 MeV energy, the MC codes are unable to perform 
depletion calculations for sub-critical systems with external proton source. At the same time, the 
deterministic codes need an “external source term” to consider only neutrons with energy lower than 
20 MeV deriving from protons’ spallation, that can be computed only by MC codes. 
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Fig.1: Conceptual scheme of a lead-cooled ADS (left, vertical); 2D horizontal view of the MCNP model of the 
target region at core mid-plane (right). 

 

Methodology and neutronic codes 
In the NUC-ENER-PRO laboratory, the ADS conceptual design and neutronic analyses are usually 
carried out with the deterministic code ERANOS ver. 2.2 [1], nowadays coupled with the most up-to-
date nuclear data library ENDF/B-VIII.0 prepared in a special format readable by ERANOS [2]. The MC 
code mainly adopted is MCNP ver. 6.1 [3] with the same ENDF/B-VIII.0 nuclear data [4]. The MC 
simulations start from the impinging protons - typically with an energy ~600÷800 MeV- in the liquid metal 
target positioned at the centre of the core. The nuclear interaction options used in the MCNP 
simulations are as follows [3]: 

• for interactions between neutrons and all the isotopes, the ENDF/B-VIII.0 neutron library when 
energy is lower than 20 MeV and the MCNP physics models for upper energies; 

• for interactions between protons and target nucleons, the LA150h proton library when energy is 
lower than 150 MeV and the MCNP physics models for upper energies. 

Table 1 indicates the physics models used in MCNP as reference for the different stages of the complex 
spallation phenomena such as: intranuclear cascade (INC) with a pre-equilibrium stage, equilibrium 
evaporation and fission of the residual nuclei. 

Table 1: Physics models used in MCNP as reference [3]. 

 

INC model Pre-equilibrium 
model 

Evaporation 
model 

Residual nuclei 
fission model 

Bertini Multistage Dresner RAL (Rutherford 
Appleton Laboratory) 

 

As mentioned, the external source term for deterministic codes as ERANOS is provided by means of MC 
codes and represents the neutrons below 20 MeV energy appearing in the ADS after protons’ spallation 
and successive neutronic reactions (e.g., scattering and fission). This term includes the average number 
of neutrons produced by each spallation proton, a representative spectrum (e.g., at 51 energy groups) 
and a normalized neutron density in each region of the core. To obtain this spatial neutron density, 
mainly distributed in the central target and surrounding fissile core, each neutron produced by 
spallation is “followed” in the MC simulations until it reaches energies below 20 MeV. 
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The ADS multiplicity is represented by the 𝑘𝑆 parameter, defined similarly to the standard 𝑘𝑒𝑓𝑓  by 
considering the neutron multiplication “M” (due to fissions) per spallation neutron: 

𝑘𝑆 =
∬ 𝜙𝜐Σ𝑓𝑑𝐸𝑑𝑉

∬ 𝜙𝜐Σ𝑓𝑑𝐸𝑑𝑉 + 1
      (1)                                                                                                

 

where the integral in equation (1) represents the reaction rate (s-1) of the neutrons production by fission 
“𝜐Σ𝑓” in the core, calculated by ERANOS through the flux values (𝜙) in the mesh volumes (V) of the core 
regions at all energies (E<20 MeV). The correct estimation of the 𝑘𝑆 parameter is fundamental for the 
correct evaluation of the proton current required to sustain the nominal core power in operation.  

An example of application 
Recently, under commission of the Transmutex Swiss company, NUC-ENER-PRO carried out the 
feasibility study of a ~300 MWth lead-cooled ADS working as a “dirty” plutonium (Pu) burner of a spent 
mixed oxide fuel coming from pressurized water reactors. In some details:  

• the ADS operates in an open fuel cycle made of 6 batches of 1 year each; 
• the sub-critical core is loaded with hexagonal assemblies arranged around the accelerator and 

spallation modules occupying three rings in the core lattice, as shown in right part of Fig. 1; 
• as schematised in the left part of Fig. 2 representing the central part of the ERANOS (axial) core 

model, the fissile region is divided in two zones (FINN and FOUT having a different dirty Pu 
enrichment) for radial power flattening, whereas the central two rings for accelerator and 
spallation modules are divided in three axial regions (beam, window and target); 

• the external source term for ERANOS – made of neutrons below 20 MeV energy deriving from 
spallation – was calculated by Transmutex adopting the GEANT-4 code [5].  

As a benchmark, additional analyses were performed in ENEA by means of the MCNP code in “sub-
critical mode” (i.e., starting the simulation from the 800 MeV protons impinging on the target), that 
permitted to retrieve accurate results for the start-up core at the beginning of the 1-year irradiation sub-
cycle: the right part of Figs. 1 and 2 point out the level of detail of the MCNP model.  

             

Fig.2: 2D axial views of the ADS: ERANOS (left) and MCNP (right) models. 
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The ADS “key” parameters (as 𝑘𝑆 and resulting proton current) were evaluated in the 6-year fuel cycle 
with the ERANOS code, by adopting a 3D hexagonal model of the core with a 2p/3 radial symmetry. Fig. 3 
shows the obtained power distributions with the values of the three peaking factors: (i) Fuel Assembly 
Distribution Factor (FADF) in the sub-critical core; (ii) Fuel Pin Distribution Factor (FPDF) among the pins 
in the hot FAs of the inner and outer fuel zones (circled in blue); (iii) Fuel Pin Axial Factor (FPAF) in the 
hottest pin of the hot FAs. The results (shown graphically by a python procedure) refer to the end of the 
first 1-year irradiation and were used as input data for the thermal-hydraulic and thermo-mechanical 
analyses. Both ERANOS and MCNP (serial and parallel) simulations - performed for the ADS conceptual 
design and neutronic analyses - were run on the ENEA CRESCO HPC systems. 

 

Fig.3: ADS power peaking factors: FADF (2p/3 symmetry, top), FPDF (middle) and FPAF (bottom). 
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ABSTRACT. This contribution presents computational fluid dynamics simulation 
simulations of the magnetohydrodynamics (MHD) mixed convection regime in 
a variant of the Water-Cooled Lead-Lithium blanket, relevant to nuclear fusion 
reactors. The study employs Ansys CFX 2021R1 on CRESCO6 to solve the MHD 
equations for an upward lead-lithium (PbLi) flow, cooled by nested U-pipes, 
under fusion-relevant magnetic fields and volumetric heating. Simulations 
cover equatorial, apical, and near-divertor cells. Results show strong 
suppression of convection by the magnetic field, with heat transfer dominated 
by conduction across all positions. 

 

Introduction  
The Water-Cooled Lead-Lithium (WCLL) Breeding Blanket (BB) is a promising concept for DEMO fusion 
reactors, designed to optimize tritium breeding and heat extraction [1]. The lead-lithium (PbLi) breeder 
circulates at reduced velocities to limit MHD effects, while pressurized water cools the system via 
double-walled tubes (DWT) immersed in PbLi and square channels drilled into the First Wall (FW). The 
interplay of intense non-uniform volumetric heating, generated by the neutronic power deposition, a 
strong magnetic field and intricate geometry leads to substantial temperature gradients and to a mixed-
convection MHD flow regime where buoyancy and electromagnetic forces interact with the imposed 
forced convection flow [2]. Accurate characterization of these regimes is essential for blanket thermal-
hydraulic performance [3]. This study numerically investigates the magneto-convection regime in a 
WCLL BB variant, focusing on three elementary cells with distinct gravity orientations: equatorial (EC), 
apical (AC), and near-divertor (DC).  

 

Problem formulation 

In this WCLL configuration, the Breeding Zone (BZ) is composed by rectangular channels that extend 
throughout the blanket's height where PbLi flows. To cooling the BZ, DWT are radially inserted from the 
black plate through apertures drilled stiffening plates [4], therefore the fundamental cooling 
components are two nested U-pipes in the PbLi, and two square channels drilled in the FW, as shown 
in Figure 3. Ansys CFX code employs a MHD model based on the inductionless approximation, 
considering the electric potential 𝜙 as the main electrical variable. Considering an incompressible flow 
and the Boussinesq approximation for buoyancy, the dimensionless governing equations are [2]: 
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∇ ⋅ 𝐮 = 𝟎      (1)        

𝐺𝑟

𝐻𝑎4 [
𝜕𝐮

𝜕𝑡
+ (𝐮 ⋅ ∇)𝐮] =  −∇𝑝 +

1

Ha2 ∇2𝐮 + 𝐉 × 𝐁 − 𝐠      (2)           

𝑃𝑒[(𝐮 ⋅ ∇)𝑇] =  ∇2𝑇 + Q      (3)           

∇2𝜙 = ∇ ⋅ (𝐮 × 𝐁)      (4)           

𝐉 = −∇𝜙 + 𝐮 × 𝐁      (5)                                                                                                    

The symbols 𝐮, 𝑝, 𝑱, 𝑩, 𝒈 and 𝑇 represents, respectively, the velocity, the dynamic pressure, the electric 
current density, the imposed uniform and constant magnetic field oriented along the Y direction (ref. 
Figure 3), the gravitational acceleration and the temperature field. The symbol 𝑄 is the volumetric power 
source term that decreases exponentially moving away from the FW, following the law presented in ref. 
[5].The dimensionless parameters are the Hartmann number Ha = LHa𝐵√𝜎𝜇, which represents the ratio 
between the electromagnetic to the viscous forces and governs the thickness of the MHD boundary 
layers; the Grashof number, Gr = gρ2𝛽𝐿𝐺𝑟

3 Δ𝑇𝐺𝑟/𝜇2, which represents the ratio of buoyancy to viscous 
forces; the Peclet number, Pe = PrGr/Ha2, which represents the ratio of advection to conduction heat 
transfer through the Prandtl number Pr = cp𝜇/𝑘, the ratio of momentum diffusivity to thermal diffusivity. 
All the parameters used to define the dimensionless number are collected in  
 
Table 2 with the respective values for all the materials. The structural material has been considered as 
perfectly electrical conductivity materials which is a conservative assumption considering the braking 
Lorentz force action on the fluid and the heat transfer [6]. The system operates under a magnetic field 
of 4.4 𝑇, which corresponds to 𝐻𝑎 = 8550 (LHa =  82 𝑚𝑚, half-toroidal length, ref. Figure 3). The 
Grashof number results 7.08 × 107, where the reference temperature difference Δ𝑇𝐺𝑟 = 𝑄̂𝐿𝐺𝑟

2 /𝜅 =

185.95 𝐾 is estimated from the average volumetric heat source in the region between the pipes (𝑄̂ =

8.82 𝑀𝑊/𝑚3, where LGr = 18.25 𝑚𝑚 half-distance between the pipes in the X direction). 
 

  

 

 

Figure 3. Elementary cell geometry on a toroidal 

(Y)-poloidal (Z) (a), radial (X)-toroidal (b) and 

radial-poloidal plane (c). The measurements are 

in millimeters. 

Figure 4. Computational grid and BCs employed on a radial-

toroidal plane (a) and radial-poloidal plane (b). 
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Table 2. Physical properties of PbLi [7], Eurofer (E) [8] and tungsten (W) [9]. T is the temperature expressed in K. 
The T independent ones are considered at 𝑇𝑟𝑒𝑓 = 710 𝐾. 

Property PbLi value E value W value Unit 
Density (𝜌) 9675.21 7617.99 19171.91 𝐾𝑔/𝑚3 

Thermal exp. coef. (𝛽) 1.23 × 10−4 − − 1/𝐾 
Specific heat (𝑐𝑝) 188.49 607.46 147.98 𝐽/𝑘𝑔 𝐾 

Dynamic viscosity (𝜇) 1.87 exp(1400/T) × 10−4 − − 𝑃𝑎 𝑠 
Thermal conduct. (𝜅) 1.95 + 1.95T × 10−2  25.56 124.69 𝑊/𝑚 𝐾 

Electrical conduct. (𝜎) (102.3 + 0.0426T) × 106 − − 𝑆/𝑚 
 

Numerical model 

The MHD governing equations are solved with High Resolution pseudo-transient scheme with Auto 
Timescale control for the virtual time step and all the simulations reach the convergence when the RMS 
residuals are below 10−5 and the monitored temperature and velocity local quantities become 
constant. The computational grid employs hexahedral structured meshes in almost all the domain, with 
higher resolution near the walls which ensure almost 7 nodes in the MHD layers, and an unstructured 
part around the pipes which guarantee the minimum use of unstructured elements. The thickness of 
the walls is discretized with 12 nodes. An example of the mesh with the Bundary Conditions (BCs) are 
shown in Figure 4. On the back face are applied the no-slip velocity (𝐮 = 𝟎) BC, the electric potential 
“ground” BC (𝜙 = 0) and the temperature adiabatic one (𝜕𝑇/𝜕𝑛 = 0) was applied to the front walls. 
Whereas the top and bottom faces are modelled with a translational periodic BC which model the 
continuity of the COB with an imposed average velocity v0 = 1.825 mm/s. On the front face a surface 
heat load of 𝑞̈ = 0.320 𝑀𝑊/𝑚2 model the plasma impact on the tungsten armor [5], while the lateral 
Eurofer walls are modelled with the symmetry BC which model the left and right cells. The interface 
between different materials is modelled in CFX ensuring the continuity of the field and the respective 
fluxes. Regarding the internal patch of the pipes and FW channels, the water heat sink has been 
modelled using a convective BC with a fix heat transfer coefficient and wall temperature of, respectively, 
39287 𝑊/𝑚2𝐾 and 𝑇𝐻2𝑂 = 584.65 𝐾 for the pipes [6], and 42110 𝑊/𝑚2𝐾 and 587.66𝐾 for the channels 
[1]. The MHD model of ANSYS CFX has been validated in the past for pressure-driven and buoyancy-
driven benchmarks in rectangular ducts [10]. 

 

Results and discussion  

Figure 5, Figure 6 and Figure 7 show the velocity and temperature distribution in different planes for, 
respectively, the EC, AC and DC. Considering that the AC and ND cells form, respectively, an angle of 
27.64° and 144.03° with respect of the horizontal plane [11], we have the following gravity vectors: 
𝒈𝑬𝑪 = (0,0, −9.81)𝑚/𝑠2, 𝒈𝑨𝑪 = (8.69,0, −4.55)𝑚/𝑠2 and 𝒈𝑵𝑫 = (−7.94,0, −5.76)𝑚/𝑠2. Velocity and 
temperature are scaled, respectively, as 𝑢′ = 𝑢/𝑢0 and 𝑇′ = (𝑇 − 𝑇𝑟𝑒𝑓)/Δ𝑇𝐺𝑟 . Regardless of the 
position, as expected since 𝐺𝑟/(𝐻𝑎4 ) ∼ 10−8 and 𝑃𝑒 ∼ 10−2, the heat transfer is dampened due to the 
magnetic field action and the prevalent mechanism is conduction. The convective cells seen in 
previous hydrodynamic analyses [6] are suppressed and substituted by an almost slug flow in the back 
part of the cell and the generation of velocity jet near the pipes and the FW. As can be observed by 
comparing Figures 3, 4, 5, subfigure c, the fundamental component of velocity undergoes a curvature 
due to the gravity vector, which changes the inclination with which the flow strikes the pipes, 
specifically in the area immediately below them. For the EC, the streamlines are predominantly vertical, 
while for the AC they are inclined to the left and for the DC to the right. It is noteworthy the persistence 
at almost the same vertical position of the small vortex that forms between the tube and the FW, which 
are not totally suppressed by the field having their axis aligned with it. From the distribution of the 
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velocity components (see subfigures a and b), the global displacement of the flow is clearly visible. In 
the AC, it is predominantly concentrated in the anterior zone, where the negative 𝑢𝑧

′  zone is present only 
in proximity to the FW due to buoyancy forces, just as 𝑢𝑥

′  is predominantly positive, being emphasized 
by the concordant gravity. The opposite behavior occurs in the DC, where the distribution of 𝑢𝑧

′  returns 
to be more like the equatorial one but 𝑢𝑥

′  is negative in most of the domain, slowed down by the 𝑔𝑥  
component. These changes, however, do not substantially impact the temperature distribution, being 
due almost exclusively to thermal conduction as mentioned above. The independence of the 
temperature field as the position of the blanket varies due to the action of suppressing convection due 
to the magnetic field is clearly visible by comparing the maximum temperature values and the Nusselt 
numbers in proximity to the FW and the pipes collected in Table 3, which are all closer to the unity that 
is the pure conduction value. The last ones are defined as 𝑁𝑢 = 𝑈𝐿/𝜅, where the thermal transmittance 
is 𝑈 = 𝑞̂/(𝑇̂ − 𝑇𝑟). For the pipes 𝐿 is the external diameter which define the surface where the average 
heat flux 𝑞̂ is computed, 𝑇̂ is the average temperature of the toroidal-poloidal plane passing at the half 
distance between the pipes and 𝑇𝑟 = 𝑇𝐻2𝑂. For the FW, 𝐿 is the minimum half-length between the outer 
tube and the FW which also define the toroidal-poloidal plane in which 𝑇𝑟  is computed, 𝑇̂ is the average 
temperature of the FW/PbLi interface wall where is also computed the average heat flux 𝑞̂. 
 

 

Figure 5. Scaled velocity distribution on the radial-toroidal plane for the Z (a) and X (b) component, velocity 
streamlines on the radial-poloidal plane (c) and scaled temperature distribution on the radial-toroidal plane (d) 

and on the radial-poloidal one (e) for the EC. 

 

Figure 6. Scaled velocity distribution on the radial-toroidal plane for the Z (a) and X (b) component, velocity 
streamlines on the radial-poloidal plane (c) and scaled temperature distribution on the radial-toroidal plane (d) 

and on the radial-poloidal one (e) for the AC. 
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Figure 7. Scaled velocity distribution on the radial-toroidal plane for the Z (a) and X (b) component, velocity 

streamlines on the radial-poloidal plane (c) and scaled temperature distribution on the radial-toroidal plane (d) 
and on the radial-poloidal one (e) for the DC. 

Table 3. Maximum temperature in the PbLi (𝑻𝑷𝒃𝑳𝒊
𝑴 ), Eurofer (𝑻𝑬

𝑴) and Nusselt numbers related to the FW (𝑵𝒖𝑭𝑾), 
to the outer pipes (𝑵𝒖𝒑,𝑶𝑼𝑻, near the FW) and to the inner pipes (𝑵𝒖𝒑,𝑰𝑵)  for all the cases. 

Case 𝐓𝐏𝐛𝐋𝐢
𝑴   [K] 𝐓𝐄

𝑴 [K] 𝑵𝒖𝑭𝑾  𝑵𝒖𝒑,𝑶𝑼𝑻 𝑵𝒖𝒑,𝑰𝑵 
EC 904.9 903.4 1.367 1.952 1.752 
AC 902.5 901.0 1.309 1.967 1.817 
DC 905.9 904.3 1.379 1.963 1.725 

 
Conclusions  
This study has analyzed the magneto-convection regime in a variant of the WCLL BB using the Ansys 
CFX code. This variant anticipates a poloidal-upward flow of the breeder, cooled by nested DWT U-
pipes inserted horizontally from the back plate. The study considered fusion-relevant magnetic field 
intensity and volumetric power source, resulting in a weak inertial magneto-convection flow regime. 
Simulations were conducted considering the equatorial, the apical, and the near-divertor elementary 
cell. Regardless of the gravity orientations, the magneto-convection regime was only slightly altered, 
consistently demonstrating the suppression of convection in favour of conduction. 
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ABSTRACT. TRIGA (Training, Research, and Isotope production General Atomics) research 
reactors are widely used worldwide for neutron activation analysis and several 
neutron-related experiments and applications. Neutron fluence rates in TRIGA reactors 
can also be used for radionuclide production, e.g. to generate radioactive sources or 
medical isotope supply. The ENEA TRIGA RC-1 is involved in the EU-funded SECURE 
Project, aiming at studying the feasibility of Italian local production of radionuclides for 
medical applications. In particular, the ENEA team has performed some experimental 
activities to produce  terbium-161 (161Tb), a promising isotope for targeted radiation 
therapy with potentially improved efficacy over lutetium-177 (177Lu) currently used in 
cancer therapy, through neutron activation of gadolinium target highly enriched in 
gadolinium-160 (160Gd) exploiting the reaction channel 160Gd(n,γ)à 161Gd(β-)à161Tb. 
Monte Carlo simulation for radiation transport has been used for reactor calculations 
to: i) validate the experimental results performed in 2024, ii) evaluate correction factors 
needed in case of irradiation of significative amount of 160Gd raw material, iii) evaluate 
the compliance of such amount of material with the reactor prescriptive body, ensuring 
appropriate reactivity coefficient values during the irradiation. 

Introduction 
TRIGA reactors have proven to be valuable assets for the production of medical radioisotopes, despite 
offering lower neutron fluence rates compared to dedicated production reactors. These facilities can 
help address the growing demand for medical isotopes by serving as reliable, local sources of supply. 
Today, the contribution of all types of nuclear reactors to the radioisotope supply chain should not be 
overlooked. 

In this framework, the ENEA TRIGA RC-1 reactor has joined the EU-funded SECURE Project 
(Strengthening the European Chain of sUpply for next generation medical RadionuclidEs). The project 
aims to significantly contribute to the sustainability of medical radioisotope production and supply, 
ensuring their continued and stable use in diagnostics and therapy within Europe. It focuses on 
promising developments in novel radionuclides, irradiation target design, and innovative production 
methods for both existing and next-generation medical isotopes. 

One of the key radionuclides under investigation is 161Tb, a particularly promising isotope for cancer 
treatment. It shares similar decay characteristics and chemical behavior with the clinically established 
177Lu, but with potentially enhanced therapeutic effects due to its higher emission of conversion and 
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Auger electrons. These emissions may be more effective in targeting micro-metastases and even 
individual cancer cells. [1,2].  

The ENEA Casaccia Research Centre is contributing to the project by focusing on the production of 161Tb, 
which is generated through neutron activation of a highly enriched 160Gd target. The relevant nuclear 
reaction is 160Gd(n,γ)à 161Gd, followed by beta decay to 161Tb — often abbreviated as 160Gd(n,γ)à161Tb — 
and takes place at the TRIGA RC-1 reactor. 

Once the irradiation cycle is complete, the target is extracted and chemically processed to achieve two 
main outcomes: i) production of 161Tb in salt form, which serves as a precursor for radiopharmaceutical 
development, and ii) recovery of the remaining 160Gd to fabricate new targets. 

This recovery process enables the reuse of the costly enriched gadolinium material in subsequent 
production cycles, thereby maximizing resource efficiency and reducing overall costs. 

Methodology 
Reactor calculation software plays a vital role in predicting neutron fluence rate distributions and 
radiation fields within nuclear reactors, also performing criticality evaluations. These simulations are 
crucial for assessing radionuclide production through neutron activation — a key process in nuclear 
medicine, industrial applications, scientific research —  and in the management and safety of reactor 
operations. 
Most reactor calculation codes are based on Monte Carlo methods, which model neutron behavior as 
a series of random interactions with matter, reflecting their uncharged and stochastic nature. When the 
physical characteristics of the reactor and its environment are accurately replicated in the simulation, 
these tools can yield highly precise and dependable results. 
The primary function of such software is to provide neutron fluence rate distributions, which serve as 
essential input data for other computational tools. These may include codes for radionuclide activation 
and decay analysis, transmutation studies, or radiation shielding design.  
Moreover, criticality assessments and reactivity calculations are essential for planning and coordinating 
experiments involving the reactor core. These evaluations help ensure that any experimental setup does 
not introduce excessive perturbations to the neutron multiplication behavior within the nuclear fuel, 
thus maintaining safe and controlled reactor conditions. 

Monte Carlo simulation for radiation transport 
At present, Monte Carlo simulation represents the most effective method for modeling radiation 
transport in complex and large-scale geometries—characterized by numerous volumes ("cells"), 
multiple radioactive sources, and diverse materials, ranging from a few centimeters to several hundred 
meters. 
This technique involves simulating a large number of particle "histories" to capture all possible paths 
the radiation may follow within a virtual environment. The simulation process is governed by random 
sampling from the probability density functions that describe the underlying physical interactions. 
When all key elements influencing radiation transport are accurately represented in the model, highly 
detailed geometries can be constructed, leading to precise and reliable results. However, achieving 
statistically meaningful outcomes also requires sufficient computational resources to support the 
simulation of a large number of particle histories. 
For the purpose of this study, simulations were performed using MCNPX (Monte Carlo N-Particle 
eXtended), version 2.5.0 [3].  
Simulations have exploited the usage of multi-processing on CRESCO High Parallel Computing 
Resources extensively. The computing resources and the related technical support used for this work 
have been provided by CRESCO/ENEAGRID High Performance Computing infrastructure and its staff 
[4].  
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CRESCO/ENEAGRID High Performance Computing infrastructure is funded by ENEA, the Italian 
National Agency for New Technologies, Energy and Sustainable Economic Development and by Italian 
and European research programmes, see http://www.cresco.enea.it/english for information. In 
particular, the whole Monte Carlo work has requested 300,000 hours*core. 

Irradiation at TRIGA RC-1 inside Central Thimble 
The prior determination of the neutron fluence rate is essential for initiating activation calculations 
using specialized codes, such as ISPACT-II, which enables automated evaluations of all possible 
activation channels for a given raw material to be irradiated. 
From a technical standpoint, the reaction channel ¹⁶⁰Gd(n,γ)¹⁶¹Tb does not exhibit a particularly 
favorable microscopic cross section. As a result, irradiating a given quantity of ¹⁶⁰Gd in a  high-flux 
neutron source would be significantly more efficient compared to lower-flux facilities, such as a TRIGA 
reactor. Furthermore, the irradiation time should be selected to correspond to at least 1 to 2 mean-life 
of ¹⁶¹Tb (i.e., approximately 10 to 20 days) to ensure sufficient production. 
Under ideal conditions, the saturation activity — the maximum achievable activity for a fixed amount of 
target material — would be reached after roughly 30 days of continuous irradiation. However, achieving 
such extended irradiation durations is not feasible at the ENEA TRIGA RC-1 reactor for two main 
reasons: 
a) the reactor core may lack the necessary excess reactivity to sustain such a prolonged irradiation 
cycle, and b) there are operational constraints, including a maximum irradiation time of 6 hours per day, 
which results in suboptimal utilization of the enriched gadolinium target material. 
The expected irradiation schedule, considering the previous mentioned limits, involves the placement 
of the sample at the Central Thimble position for 12 days, with 6-7 hours of irradiation per day, excluding 
Saturdays and Sundays. In total, the sample could be irradiated for approximately 72-84 hours.  
On September 2024 a suitable 8.7 mg Gd2O3 (98.2% 160Gd enriched Gd) sample was irradiated at the 
TRIGA RC-1 Central Thimble bottom position (core centre i.e. the maximum irradiation position 
available), 1 MW thermal power with the maximum magnitude neutron spectrum available at the ENEA 
TRIGA RC-1 reactor i.e. inside the Central Thimble with a neutron fluence rate of 5∙1013 cm-2 ∙ s-1[6]. 
This irradiation condition allows to reach a final activity of about 110 MBq of 161Tb in the irradiated 
sample, so that ~ 15 GBqTb-161/gGd-160. 
 

The MCNP TRIGA RC-1 calculation neutron Self Shielding Correction Factors at the 
Central Thimble 
The ENEA TRIGA RC-1 MCNPX model is based on detailed material composition retrieved from plant 
documentation and schemes [5]. 

The MCNP input available at the ENEA Research Nuclear Reactor Laboratory can be used for reactor 
calculations to determine neutron self-shielding corrections factors essential when irradiation is 
performed with a large amount of raw material in the sample. Simulation of neutron self-shielding 
factors is also useful to understand the behaviour of the sample in the reactor configuration while 
sample mass is increased over and over.  Increasing the target mass at an inherently low-magnitude 
reactor facility is a key point to increasing the final activity of the expected radionuclide to be produced. 
Unfortunately, such radionuclide production is not proportional to the mass of the target because of 
such neutron self-shielding. A compromise in target configuration should be found to maximize the ratio 
of the radionuclide activity production vs. the initial target mass. In evaluating neutron activation at the 
ENEA TRIGA RC-1 reactor with the ASTM E262 standard, these correction factors were calculated using 
the MCNP code: this calculation tool allows us to obtain more realistic results compared to the ones 
reached with analytical methods that may neglect neutron self-shielding. 

To obtain the correction factors, the reaction rates were evaluated in two different conditions: 1) with 
the sample defined at its actual density, and 2) with the sample defined at a density equal to one-
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thousandth of its actual density. The energy bins were constructed up to 0.55 eV (for the Gth evaluation) 
and up to 20 MeV (for the Gres evaluation). Finally: 

𝐺𝑡ℎ =
𝑅𝜌|1𝑒−11 𝑒𝑉

0.55 𝑒𝑉

𝑅 𝜌
1000

|1𝑒−11 𝑒𝑉
0.55 𝑒𝑉

𝐺𝑟𝑒𝑠 =
𝑅𝜌|0.55 𝑒𝑉

20 𝑀𝑒𝑉

𝑅 𝜌
1000

|0.55 𝑒𝑉
20 𝑀𝑒𝑉

The sample was modelled as a cylinder with a height of 14.4 cm (almost the whole capsule height Fig.1) 
and three different radius configurations (0.1 cm, 0.546 cm, 1.092 cm) to assess the trends in self-
shielding neutron absorption factors and the distribution of the neutron fluence rate inside the sample, 
from the centre to the maximum radius, while the mass is increasing. 

As expected, the value of the Gth decreases, while Gres is less decreasing. This behaviour is attributed to 
the fact that neutron self-shielding is more sensitive in the thermal region compared to the epithermal 
region, due to the significantly higher neutron cross-section. 

Consequently, the inner shell of the sample becomes underutilized due to the reduction in neutron 
fluence rate, which in turn affects the values of the spectrum-averaged microscopic cross-section also. 

As expected, in the case of massive samples, a compromise in raw material target configuration should 
be found to maximize the ratio of the radionuclide activity production vs. the initial target mass. Monte 
Carlo simulation could be particularly useful to address this topic.  

Fig.1 ENEA TRIGA RC-1 in MCNP: section of the reactor core and particular of the Central Thimble 
irradiation position. 

TRIGA RC-1 core criticality and reactivity calculations 
Increasing the mass of the sample to be irradiated, when introduced in a geometrical position within the 
reactor core, means the sample to interact with the neutron multiplication features of the reactor core, 
sometimes increasing neutrons population, sometimes depleting neutron population. 

Monte Carlo simulation has been used to reactor effective k-factor calculations, allowing to 
demonstrate that even for massive samples (125 g of Gd2O3, the maximum sample dimension studied 
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within SECURE at TRIGA RC-1) the reactivity insertion due to the sample is less than 500 p.c.m. (~0.71 
$) as requested by the prescriptive body of TRIGA RC-1. 

Results and Conclusions 
In recent years, there has been a growing interest in emerging short-lived radionuclides with potential 
applications in cancer therapy and medical imaging. This increased attention has led the scientific 
community to investigate the physical and chemical properties of these radionuclides, as well as to 
explore various production methods, including conventional pathways. 
Today, diversifying production methodologies is essential to ensure the continuous and reliable supply 
of radiopharmaceuticals to healthcare facilities, thereby minimizing the risk of disruptions that could 
compromise timely and effective patient treatments. 
While radionuclide production has traditionally relied on nuclear power reactors, research reactors and 
accelerator-based facilities are increasingly recognized for their potential to supplement the supply 
chain—particularly in response to temporary or permanent shutdowns of major production reactors. 
In this context, as part of the EU-funded SECURE Project (Strengthening the European Chain of sUpply 
for next generation medical RadionuclidEs), the production potential of 161Tb at the ENEA TRIGA RC-1 
research reactor has been investigated. 
From the calculations made, it emerges that it is possible to obtain an activity of 15 GBq of 161Tb per 
gram of 160Gd, demonstrated with an irradiation of 8.7 mg of Gd2O3, enriched at 98.2% in 160Gd, in 
September 2024, with 77 hours of irradiation time inside the Central Thimble, the maximum neutron 
fluence rate irradiation position [7]. 
Since 161Tb is a radionuclide still in experimental phase for medical applications, in order to quantify the 
activity necessary for a therapy, we can refer to therapies carried out with 177Lu (a radionuclide with 
similar chemical and physical characteristics). A typical therapy with 177Lu consists in 6 injections of 7 
GBq each (at 6-week distance).  

TRIGA RC-1 reactor can only fulfill local requests for this radiopharmaceutical: if 10 g of 160Gd were 
irradiated, it would theoretically be possible to obtain 150 GBq (EOI), i.e. 70 GBq after a week of 
chemical processing, sufficient to treat 10 patients. ENEA could be also potentially engage in 
production aimed at experimental studies for early clinical trials. 

As expected, in the case of massive samples, a compromise in raw material target configuration should 
be found. For this reason, the possibility of irradiating larger quantities of gadolinium into the reactor is 
being considered and studied thorough Monte Carlo simulation. 

Acknowledgement 
The publication was created within the project SECURE funded by the European Union under grant 
agreement No. 101061230.  

References 
[1] N. Gracheva, C. Müller, Z. Talip e e. al., «Production and characterization of no-carrieradded 161Tb

as an alternative to theclinically-applied 177Lu for radionuclidetherapy» EJNMMI Radiopharmacy
and Chemistry, vol. 4, n. 12, 2019. 

[2] S. McNeil, M. Van de Voord, C. Zhang e e. al., «A simple and automated method for 161Tb
purification and ICP-MS analysis of 161Tb» EJNMMI Radiopharmacy and Chemistry, vol. 7, n. 31,
2022.

[3] J. F. Briesmeister, Ed., “MCNP: A General Monte Carlo N-Particle Transport Code,” 2000.



160 

[4] F. Iannone et al., “CRESCO ENEA HPC clusters: a working example of a multifabric GPFS Spectrum
cale layout,” in 2019 International Conference on High Performance Computing Simulation
(HPCS), 2019, pp. 1051–1052. 

[5] L. Falconi, N. Burgio, M. Palomba, E. Santoro e M. Carta, «A MCNPX TRIGA RC1 Experimental
channels model for the design of a new neutronic diffraction facility» in Proceedings of the
Meeting Research Reactors Fuel Management, Berlin, 2016.

[6] D. Chiesa, M. Carta, V. Fabrizio, L. Falconi, A. Grossi e M. Nastasi, «Characterization of TRIGA RC-
1 neutron irradiation facilities for radiation damage testing» The European Physical Journal Plus,
vol. 135, n. 349, 2020. 

[7] L. Lepore, L. Spagnuolo, L. Cozzella, T. Guarcini, F. Limosani, S. Placidi, A. Pagano, L. Falconi, V.
Fabrizio, D. Formenton, M. Lammardo, A. Roberti, M. Capogni «ENEA TRIGA RC-1 REACTOR TO 
MEDICAL RADIONUCLIDES PRODUCTION WITHIN THE EU SECURE PROJECT», RRFM-2025, 
2025 



161 

UNRAVELLING MAGNETIC EXCHANGE EVOLUTION IN HETERONUCLEAR VANADYL-COPPER

PORPHYRIN QUBITS: A PERIODIC DFT EXPLORATION FROM GAS TO BULK PHASES  

Federico Totti1* and Prem Prakash Sahu1 

1Department of Chemistry “U. Schiff”, University of Florence & UdR INSTM Firenze, 50019, Sesto Fiorentino, Italy  

ABSTRACT. Magnetic exchange interactions in molecular spin qubits are highly 
sensitive to their environment, with significant modulation arising from 
condensed-phase packing. This work investigates the heterometallic complex 
[VO-Cu(DPP)2] by analyzing three computational models: an isolated molecule 
relaxed in vacuum, a fully periodic condensed bulk phase based on 
crystallographic data, and a dimeric fragment preserving a key intermolecular 
VO---phenyl contact. Using periodic density functional theory augmented by 
self-consistent Hubbard U corrections, we observe pronounced exchange 
enhancement in the bulk phase, primarily driven by packing and specific 
intermolecular contacts. The dimeric fragment reproduces this behaviour, 
confirming the structural origin of the exchange increase. Highly converged 
broken symmetry calculations ensured precise determination of exchange 
couplings.  

Introduction 
Molecular spin qubits based on transition metal complexes have gained significant attention for 
quantum information processing due to their chemical tunability and inherently long spin coherence 
times [1, 2]. Porphyrin-based bimetallic complexes offer well-defined localized spins embedded in 
extended 𝛑-conjugation systems [3, 4]. The heterobimetallic [VO-Cu(DPP)2] complex, featuring VO²⁺ 
and Cu²⁺ centres, exemplifies a promising platform for two-qubit gate implementation [5]. 

In frozen solution, experimental electron paramagnetic resonance (EPR) data indicate minimal 
magnetic exchange coupling between these spin centres, essential for preserving quantum coherence. 
However, in the condensed bulk phase, molecular packing and intermolecular contacts can introduce 
additional exchange pathways absent in isolated molecules. For example, the vanadyl oxygen atom 
often engages in a close (~3 Å) contact with the phenyl ring of a neighbouring molecule, potentially 
mediating spin interactions through space. 

Standard gas-phase calculations cannot capture such packing effects, necessitating periodic density 
functional theory (DFT) approaches with electron localization corrections. The self-consistent Hubbard 
U method, combined with tightly converged broken symmetry calculations, enables accurate resolution 
of subtle exchange phenomena in these large periodic systems. 

This study employs a hierarchical modelling approach: isolated molecule, fully periodic bulk crystal, 
and a dimeric fragment retaining key contacts, to dissect intrinsic and environment-driven contributions 
to magnetic exchange in [VO-Cu(DPP)₂]. The ENEA CRESCO high-performance computing platform 
provided the computational resources critical for this investigation. 
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Structural Models 
To elucidate the influence of environment on magnetic exchange, three structural representations 
were utilized (see Figure 1 below): 

a) Condensed Bulk Phase: Based on experimental crystallographic data with lattice parameters
a=b=19.276 A˚; c=13.084 A˚, the bulk model contains four molecular pairs (452 atoms). Initial disorder
and solvent molecules were removed, and the structure was fully relaxed under periodic boundary
conditions while preserving lattice parameters, faithfully representing crystal packing.

b) Isolated Molecule: A single [VO-Cu(DPP)2] molecule was placed in a 24 Å cubic vacuum cell to avoid
artificial periodic interactions and fully optimized. This isolated model serves as the baseline for
intrinsic magnetic properties.

c) Dimer-Pair Cluster: Extracted from the relaxed bulk, the dimer maintains the critical ~3 Å VO---
phenyl intermolecular contact. Relaxation in a 28 Å cubic vacuum cell ensured elimination of spurious
periodic image effects while preserving packing-induced interaction motifs.

This multi-scale framework isolates molecular and packing effects, enabling detailed analysis of their 
roles in magnetic exchange modulation. 

Fig.1: Structural models used to analyze the influence of molecular surroundings on magnetic exchange: (a) Bulk 
Phase illustrating molecular packing within the crystallographic unit cell; (b) Isolated Molecule oriented with 
respect to the crystallographic cell axes; (c) Dimer-Pair Cluster preserving the relative molecular arrangement 
from the bulk. 

Computational Methodology 
Calculations were performed using Quantum ESPRESSO v7.0.0 [6, 7] with the revPBE functional [8] and 
Grimme D3BJ dispersion corrections [9], essential for accurately modelling intermolecular forces in the 
bulk. Ultrasoft pseudopotentials from SSSP Efficiency v1.1 [10, 11] and PSLibrary v0.3.1 [12] were 
employed for all elements. 

1. Geometry Optimization: The bulk structure was relaxed via the Broyden-Fletcher-Goldfarb-
Shanno (BFGS) algorithm [13], with force and energy convergence thresholds set at 10-4 Ry/Bohr
and 10-6 Ry, respectively. Relaxations preserved lattice parameters closely matching
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experimental values. The isolated molecule and dimer fragment underwent equivalent 
relaxations in their vacuum cells. 

2. Hubbard U Parameterization: Recognizing that standard DFT delocalizes d electrons,
compromising magnetic exchange accuracy, self-consistent Hubbard U parameters for V 3d, Cu
3d, and vanadyl O 2p orbitals were computed via linear response in the HP module [14]. These
values corrected on-site Coulomb interactions, enhancing spin localization and exchange
precision. A subsequent relaxation incorporating U corrections ensured structural and
electronic consistency.

3. Magnetic Exchange Computation: Exchange couplings were extracted using the broken
symmetry method [15-17] by comparing total energies of high-spin and antiferromagnetic
states, within the full projected formula. SCF convergence was tightened to 10-9 Ry to resolve the
subtle energy differences intrinsic to weak exchange. This protocol was consistently applied
across all three models.

Results and Discussion 

Isolated Molecule 

The optimized isolated molecule maintained its structural integrity with minimal distortion. Broken 
symmetry calculations yielded magnetic exchange values in excellent agreement with available EPR 
data and previous theoretical studies, confirming that VO-Cu spin coupling in isolation is negligible, 
consistent with long coherence times observed experimentally. 

Condensed Bulk Phase 

The relaxed bulk crystal structure faithfully reproduced experimental lattice constants within typical 
DFT accuracy margins. Incorporation of Hubbard U corrections shifted the relative energies of V and Cu 
d orbitals, enabling more accurate spin localization. This resulted in a pronounced enhancement of 
magnetic exchange coupling mediated by crystal packing effects. Notably, the total exchange 
interaction arises not only from the four intramolecular VO-Cu pairs but also from at least two significant 
intermolecular VO···phenyl contacts, highlighting the crucial role of packing-induced through-space 
interactions in the condensed phase. 

Dimer-Pair Cluster 

The dimer model, containing one intramolecular and one key intermolecular exchange pathway, 
successfully reproduced the qualitative magnitude of the bulk magnetic exchange coupling. Relaxation 
in an expanded vacuum cell prevented spurious periodic interactions, validating that the VO···phenyl 
contact acts as the principal intermolecular exchange conduit. This fragment thus serves as an efficient 
and physically meaningful reduced model for studying packing effects on spin interactions. 
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Conclusions 
This comprehensive multiscale computational study elucidates the mechanisms by which 
condensed-phase packing and specific intermolecular contacts modulate magnetic exchange 
interactions in the [VO-Cu(DPP)2] molecular qubit system. Our findings demonstrate that the 
planewaves-based p-DFT calculations augmented with self-consistent Hubbard U corrections and 
stringent broken symmetry convergence are essential for accurately capturing the weak but non-
negligible exchange couplings arising from crystal packing. The intermediate dimer fragment model, 
preserving critical packing motifs, provides a computationally accessible proxy for 
investigating environment-driven magnetic phenomena relevant to quantum device design. These 
insights pave the way for rational engineering of molecular q4ubits with tailored spin interactions. The 
ENEA CRESCO HPC facility was indispensable in enabling this rigorous investigation, offering the 
computational power required for such large-scale periodic simulations. 
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ABSTRACT. This study employs Density Functional Theory (DFT) to investigate 
the structural and electronic properties of Cs3Bi2I9 and Cs3Bi2Br9, lead-free 
perovskite-inspired materials with potential for photocatalytic applications. By 
studying iodine/bromine mixing, we predict a phase transition near 42% Br 
content, with distinct stable phases below 39% and above 50% Br. The 
bandgap increases with Br content, except during the transition range, and 
structural analysis shows minimized octahedral distortion at 50% Br. Electron 
mobility exceeds that of holes, which become increasingly localized with more 
Br. These findings highlight the pivotal role of halide composition in tuning 
material performance. 

 

Introduction 
Bismuth-based perovskite-inspired materials have emerged as promising candidates in this search for 
safer and more stable materials. Bismuth, with its trivalent oxidation state and similar electronic 
configuration to lead, forms defect-tolerant perovskite derivatives such as Cs3Bi2X9 (X = Br, I), which 
feature layered or zero-dimensional structures with favorable optoelectronic characteristics1. These 
compounds exhibit improved stability and lower toxicity, making them viable for photocatalytic 
applications such as dye degradation, hydrogen evolution, and CO₂ photoreduction. Notably, Cs3Bi2I9 
has been widely studied for CO2 photoreduction, producing CO and CH4 as primary products. Despite 
its promising activity, the low dimensionality of the Cs₃Bi₂I₉ structure limits charge transport and light-
harvesting efficiency, hindering its overall performance2. Conversely, Cs3Bi2Br9 offers superior stability 
but suffers from a large band gap and high exciton binding energy, which restrict its absorption in the 
visible spectrum3.  

A promising approach to overcoming these limitations involves halide mixing (e.g., I/Br), which can tune 
the electronic structure, reduce the band gap, and enhance charge transport by increasing the 
structural dimensionality of the material. However, while theoretical studies have extensively 
characterized the pure halide compounds or with specific amounts of bromine content4, there remains 
a significant knowledge gap regarding the structural and electronic evolution of mixed-halide systems 
such as Cs3Bi2I9-XBrX across the entire composition range.  

This study proposes a systematic theoretical investigation of Cs3Bi2I9, Cs3Bi2Br9, and their intermediate 
compositions to elucidate the effect of bromine substitution on structural integrity, electronic 
properties, and charge transport behavior. Special attention will be given to phase transitions and 
distortion mechanisms across the compositional range. The insights gained will contribute to the 
rational design of lead-free perovskite-inspired materials for high-performance energy conversion 
applications, including photovoltaics and solar-driven CO2 reduction. 
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Results and Discussion 
We began with unit cells of Cs3Bi2I9 and Cs3Bi2Br9 from literature: the hexagonal phase (P63/mmc) for and 
the trigonal phase (P-3m1) respectively, both stable at room temperature. Figure 1a-b compares lattice 
parameters optimized via PBE-TS with experimental values, showing good agreement and validating our 
computational approach. To study the phase transition upon bromine doping and octahedral 
distortions, 56-atom supercells were constructed for both phases, simulating I/Br doping from 0% to 
100%. The energy difference between phases at matching I/Br ratios (Figure 1c) reveals that up to ~39% 
Br, the hexagonal phase remains stable. A significant destabilization occurs near 50% Br, indicating a 
phase transition, consistent with experimental reports5. Intermediate compositions (42%, 44%, 47% Br) 
pinpoint the onset around 42% Br. Cell volume decreases with increasing Br content (Figure 1d), 
reflecting smaller Br ionic radius and shorter Bi–halogen bond distances, which contract from 3.07 Å 
(pure iodine) to 2.87 Å (pure bromine) (Figure 1e). 

 

Figure 1: Lattice constants calculated at PBE-TS level of theory for: a) Cs3Bi2I9 and b) Cs3Bi2Br9. The corresponding 
experimental values are reported in parenthesis. c) Total energy differences between Cs3Bi2I9 in the P63/mmc 
phase at various Br doping percentages and the corresponding Cs3Bi2Br9 P-3m1 phase with the same I/Br ratio. 
Energies are calculated at PBE on top of PBE-TS optimized structures, d) Cell volume and e) Distance Bi-halogen 
with error bars calculated through standard deviation. 

 

Focusing on Cs3Bi2I9 (P63/mmc) doped with Br, we analyzed structural parameters driving the phase 
transition: Bi–X bond distances, cell volume, and octahedral distortions measured by Octadist 
software6—specifically stretching (ζ), angular (Σ), and torsional (Θ) distortions. These quantify bond 
length variability, cis-angle deviation from 90°, and trigonal distortion from octahedral geometry, 
respectively. As shown in Figure 2a-c, all distortion parameters increase with Br doping up to ~70%, 
reaching maximum octahedral distortion. A distinct inflection occurs around 42–44% Br, coinciding with 
the phase transition identified energetically. Afterward, distortions decline toward the bromide-rich 
phase. Minimum distortion at ~50% Br suggests phase transition ending, highlighting compositional 
control over structural dynamics that underpin phase stability and physical properties. 
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Figure 2. Variation of the structural parameters evaluated on the Cs3Bi2I9 in the P6₃/mmc phase at different Br 
contents with error bars calculated through standard deviation for the a) stretching (z), b) the angular (S) and c) 
the torsional (q) distortions. 

Electronic properties were characterized through band structures and density of states (DOS), exploring 
multiple functionals and basis sets to optimize accuracy. Inclusion of spin-orbit coupling (SOC) was 
essential due to heavy Bi atoms. Table 1 summarizes bandgap predictions: PBE underestimates gaps, 
while larger basis sets and HSE06 overestimate slightly. The best agreement with experiment comes 
from HSE06 with intermediate basis and SOC. 

 

Table 1. Band gap values calculated with different basis sets/functional choices for the pure phases of the single 
halogen compounds. In all calculations a 12x12x6 and a 12x12x12 k-point grids are used for I- and Br-based 
compounds, respectively. Experimental values are reported in the last row for comparison. 

 

Bandgaps (eV)   
Basis set/Functional Cs3Bi2I9 Cs3Bi2Br9 

Light/PBE 1.80 2.30 
Intermediate/PBE 2.31 2.95 

Light/HSE06 2.32 2.95 
Intermediate/HSE06+SOC 2.15 2.48 

Experimental 2.005 2.645 
 

For Cs3Bi2I9 (Figure 3a), the band structure shows an indirect bandgap of 2.14 eV (C → Γ), aligning with 
literature7. Cs3Bi2Br9 (Figure 3b) also has an indirect bandgap of 2.48 eV between points on the K–Γ 
segment and A, consistent with previous reports8. Projected DOS indicates halogen orbitals dominate 
occupied bands, while unoccupied bands near the Fermi level arise mainly from Bi and halogen 
hybridization. This strong interaction contributes to bonding stability and affects optical and electronic 
properties relevant for applications.  

 

Figure 3. Band structure calculated at HSE06+SOC level of theory for a) Cs3Bi2I9 and b) Cs3Bi2Br9. Green circles 
connect points in which the VBM to CBM transition is observed. 
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We calculated band gaps (Figure 4a) and effective masses for holes and electrons across Br doping 
levels (Figure 4b and 4c). Bandgap increases with Br content, except for a plateau between 40–50% Br, 
coinciding with the phase transition and decreased octahedral distortion. This behavior matches 
experimental observations by Ghosh et al9. Effective masses, derived via a parabolic band 
approximation, reveal electrons have lower effective masses (~0.30 me for I, ~0.54 me for Br) compared 
to holes (~0.84 mh for I, ~1.07 mh for Br), indicating higher electron mobility. These values align with 
literature10,11. Electron effective masses remain roughly constant across compositions (Figure 4c), 
reflecting conduction band insensitivity to halogen substitution. Hole effective masses (Figure 4b) 
increase sharply above 50% Br, linked to a shift in valence band character from iodine to bromine 
orbitals. This suggests stronger hole self-trapping by Br, hindering hole mobility, as previously noted12. 

 

Figure 4: a) Bandgap values calculated at HSE06+SOC level of theory in all the mixed halide compositions 
investigated. Hole (b) and electron (c) effective masses calculated from band structures of the mixed I/Br systems, 
within the parabolic band approximation. Masses are referred to the rest mass of the electron. 

  

Two compositions stand out for optimal charge transport: 11% and 42% Br content show the lowest 
hole effective masses, echoing findings from Sun et al13. and Li et al.14, who identified similar 
compositions with superior electron mobility. Notably, the phase transition near 42% Br aligns with Sun 
et al.'s observations and other experimental data. Structurally, at ~42% Br, bromine atoms bridge 
adjacent octahedra, enhancing dimensionality and electronic connectivity. This balances localization 
and delocalization, optimizing charge transport. Higher Br contents introduce localized states acting as 
traps, raising hole effective masses. At very high Br content (89–100%), effective masses decrease 
again, reflecting major structural changes as the system completes the transition to the bromide-rich 
phase with strong Bi–Br hybridization dominating. These shifts significantly influence electronic 
properties and charge transport. 

In conclusion our DFT study of Cs3Bi2I9 and Cs3Bi2Br9 shows a halogen-driven phase transition near 42% 
Br, linked to structural changes like Bi–X bond shortening and octahedral distortion. Bandgap increases 
with Br except during the transition, where distortion alters the trend. Electron mobility is higher than 
hole mobility, with hole effective masses rising beyond 50% Br from self-trapping. These findings 
highlight halogen composition as key to tailoring structural, electronic, and transport properties for 
optoelectronic uses. 

 

Computational Details 
Density functional theory (DFT) calculations were performed using FHI-aims with periodic boundary 
conditions15. Geometry optimizations use the PBE functional16 with Tkatchenko–Scheffler dispersion 
correction17 and NAO18 basis sets (light-tier1), achieving force convergence below 0.02 eV/Å and a 4x4x2 
and 4x4x4 k-point grids for iodine and bromine systems respectively.  Electronic properties, including 
band structure and density of states (DOS), are calculated using the hybrid HSE06 functional19 with 
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spin–orbit coupling (SOC), refined k-point grid (12x12x6 and 12x12x12) and tier2 basis for Cs atoms, 
ensuring high accuracy. To capture realistic halide mixing, supercells of 56 atoms are constructed using 
the Special Quasi-random Structure (SQS) approach20,21, simulating a broad range of I/Br compositions 
(0–100% substitution). Each supercell is fully relaxed, and its electronic features—including charge 
carrier effective masses—are analyzed using the effmass tool22. 
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ABSTRACT. This document discusses the work on materials modelling 
performed in our group. Most of this computational work concerns atomistic 
simulations of complex structures such as nanocrystals, heterostructures, 
and organic-inorganic materials and of dynamic phenomena such as ionic 
exchange. Additionally, we illustrate the software we are currently developing 
for the systematic prediction of epitaxial interfaces and heterostructures.   

 

Introduction 
The research in materials science often aims at tuning the properties of materials for a specific 
application. There are multiple ways to achieve control over the properties of materials, the most 
obvious being tuning their composition and doping. Other strategies involve developing complex 
structures with intricate atomic arrangements such as nanocrystals, heterostructures, and hybrid 
organic-inorganic materials. These systems are characterized by structural heterogeneity, reduced 
dimensionality, and often, emergent phenomena not present in bulk materials. Nanocrystals exhibit 
size-dependent quantum effects; heterostructures combine different materials at the nanoscale to 
yield novel electronic or optical behaviors; and chiral crystals exhibit asymmetry that can influence 
interactions with polarized light or chiral molecules. The performance of these materials in 
applications—from catalysis and sensing to photonics and quantum technologies—depends critically 
on their atomic-scale structure and dynamics. 
Understanding such systems requires more than experimental characterization alone. Atomistic 
simulations are indispensable tools for probing the fundamental mechanisms that govern the stability, 
reactivity, and functional properties of these complex materials. For example, these simulations can 
grant access to structural details not easily accessible from experimental probes, or explain the 
electronic mechanism that leads to the observed optical properties. 
In this report, we illustrate our works on atomistic simulations on the above mentioned complex 
structures, highlighting the interplay with the experiments performed at our institute.   
 
Improving the stability of colloidal CsPbBr3 nanocrystals with an 
alkylphosphonium bromide as surface ligand pair 
Experimentalists in our department synthesized a phosphonium-based ligand, 
trimethyl(tetradecyl)phosphonium bromide (TTP-Br), and used it to treat Cs-oleate-capped CsPbBr₃ 
nanocrystals (NCs). This surface exchange increased photoluminescence quantum yield (PLQY) from 
~60% to over 90% and significantly improved air stability compared to benchmark DDA-Br-treated NCs. 
To understand the molecular basis for this enhanced optical performance and stability, we carried out 
density functional theory (DFT) simulations. 
Using CP2K[i] with the PBE functional[ii] and a double-ζ basis set with polarization functions[ iii], we 
modeled a 2.4 nm cubic CsPbBr₃ NC and replaced one CsBr unit on the surface with either a TTP-Br or 
DDA-Br ion pair. Optimized structures showed similar ligand orientations, with binding energies of 42.7 
kcal/mol (TTP-Br) and 45.2 kcal/mol (DDA-Br), consistent with reported values for other ligand types[ iv] 

 
16  Corresponding author. E-mail: gabriele.saleh@iit.it 
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(Fig. 1a,b). These results support the idea that electrostatic interactions dominate ligand binding to the 
NC surface. 
To explore full surface passivation, we substituted CsBr units on all six facets with simplified 
phosphonium ligands (ethyl tail), maintaining a surface density of 1.27 ligands/nm² in line with 
experimental conditions. The resulting electronic structure was free of midgap states and showed a 
delocalized valence band maximum (Fig. 1c). In contrast, prior calculations showed that Cs-oleate-
capped NCs exhibit trap states due to oxygen-containing anchoring groups[v]. This supports the 
experimental observation that phosphonium ligands effectively passivate surface defects and enhance 
NC optical performance. 

 
 
Figure 1. Binding configuration of (a) DDA⁺ and (b) TTP⁺ ligands in the A-site of the CsPbBr₃ NC surface after 
DFT/PBE structural relaxation. Both quaternary ammonium and phosphonium ligands adopt similar orientations, 
with one N–CH₃ or P–CH₃ bond nearly perpendicular to the surface. (c) Electronic structure of a ~2.4 nm CsPbBr₃ 
NC passivated with TTP-Br at 1.27 ligands/nm², computed at the DFT/PBE level. Atom-type contributions to 
molecular orbitals are color-coded; C, H, and P from TTP-Br are grouped. The valence band edge orbital is shown 
(isosurface: 0.02 e/Bohr³).  

 
Perovskite-Chalcohalide Nanocrystal Heterostructures as a Platform for 
the Synthesis and Investigation of CsPbCl3-CsPbI3 Epitaxial Interface 
Halide exchange in lead halide perovskites is well understood for Br/Cl and Br/I systems, but Cl/I mixing 
is typically hindered by large ionic size mismatch and miscibility gaps. To overcome this, our 
experimental collaborators used CsPbCl₃–Pb₄S₃Cl₂ heterostructures as a platform to study Cl→I 
exchange, enabling the formation of intermediate structures not accessible in pure CsPbCl₃ systems. 
These experiments revealed segmented CsPbI₃–CsPbCl₃–Pb₄S₃Cl₂ architectures with partial I-alloying 
and interface reconstruction. 
To rationalize the formation and stability of these intermediates, we performed DFT calculations using 
the PBE functional[ii] and a double-ζ polarized basis set in CP2K[i]. The Cl→I exchange was modeled 
using the following reaction: 
HS(x·Cl) + x PbI₂ → HS(x·I) + x PbCl₂ 
with reaction energy: 
ΔE_exchange = [(E_HS(x·I) + E_PbCl₂) – (E_HS(x·Cl) + E_PbI₂)] / x . 
We began with a published CsPbCl₃–Pb₄S₃Cl₂ model[vi] and simulated I-for-Cl substitution in five 
perovskite layers, either from the heterointerface or from the opposite end. The results showed that 
substitution starting from the bottom of the perovskite domain is slightly favored, supporting the 
experimental observation of segmented structures. 
Next, we modeled I incorporation directly at the interface by fully replacing Cl⁻ with I⁻ in a single 
perovskite monolayer. We then simulated progressive I substitution in the first two chalcohalide layers 
(up to 100% I). It turned out that the initial 0–20% exchange yields the greatest energetic gain, likely due 
to interfacial strain relaxation. Further substitution shows nearly constant reaction energies. Entropy, 
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though not included, is expected to favor intermediate I/Cl ratios (~40–60%), aligning with halide 
distributions seen in STEM. 
We also examined partial I-alloying within the CsPbCl₃ domain by substituting ~20% of Cl⁻ with I⁻. Four 
I⁻ distributions were tested: random, CsI layers perpendicular and parallel to the interface, and a PbI₂ 
layer. All were energetically favored, with ordered configurations being 5–10 kcal/mol more stable than 
random ones. The energy gain scales with system size. Structural analysis shows that I ordering reduces 
strain by expanding the CsPbCl₃ lattice parallel to the interface—explaining the experimentally 
observed I-rich layering. 
Finally, we analyzed the electronic structure of three heterostructures: CsPbCl₃–Pb₄S₃Cl₂, partially 
exchanged CsPbI₃–CsPbCl₃–Pb₄S₃Cl₂, and fully exchanged CsPbI₃–Pb₄S₃Cl₂ (Fig. 2). In all cases, the 
band edges are shaped by chalcohalide-localized trap states. In the Cl-based system, mixed VB and 
CB states promote nonradiative recombination, consistent with the lack of emission. In contrast, the 
fully exchanged heterostructure shows VB states localized on CsPbI₃ and reduced electron transfer to 
trap states, allowing radiative recombination and explaining the emission observed experimentally. In 
the partially exchanged system, the remaining CsPbCl₃ layer acts as a barrier, further enhancing 
radiative recombination in the I-based domain. These trends align well with steady-state and time-
resolved optical data. 

 
Figure 2. The electronic structure of (a) the CsPbCl3-Pb4S3Cl2, (b) the CsPbI3-CsPbCl3-Pb4S3Cl2, and (c) the CsPbI3-
Pb4S3Cl2 heterostructures computed at the DFT/PBE level of theory. The color code indicates the contribution of 
each domain to each molecular orbital. Representation of molecular orbitals corresponding to band edge 
delocalized states and to band edge trap states are additionally reported for the parent and fully exchanged 
heterostructures. 
 
Scanning Materials Combinations for Matching Heterostructures 
When two different materials form a hybrid interface, they can display unique physical properties not 
found in their bulk forms. These carefully designed combinations, known as heterostructures, are 
engineered by interfacing materials with distinct electronic or optical characteristics to unlock new 
functionalities such as tailored bandgaps, or quantum confinement effects[vii]. To take advantage of 
these effects and improve device performance, our project aims to develop a computer program to 
make predictions about epitaxial interfaces in nanocrystals. The goal is to predict interface formation 
between materials with different lattice parameters using only the most basic input: the crystal 
structure of compounds. To this aim, we exploit the libraries of OGRE, an open-source tool that predicts 
inorganic epitaxial interfaces through lattice and surface matching[viii]. By ensuring commensurability 
in domain-matched interfaces, OGRE avoids the need for costly DFT simulations. 
We integrated the capability to run OGRE package on large databases like Crystallography Open 
Database (COD)[ix], enabling the identification of chemically plausible and geometrically compatible 
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epitaxial interfaces across a wide range of material combinations. As a case study, we focused on 
CsPbBr3 and CdSe, matching them against a post-processed COD dataset containing over 10,000 
materials. The screening process involves evaluating all possible facets within defined area and 
mismatch limits. 
In the first step of lattice matching, the program processes several sub-datasets totaling 839,208 Miller 
matches. The second step involves generating all feasible interfaces from the resulting terminations, 
as shown in the figure below. These calculations are being performed on Cresco6 using 4 - 20 cores, 
with runtimes ranging from minutes to days depending on the dataset size and computation stage. So 
far, 90% of the results have been extracted for CsPbBr3 x COD, and approximately 20% for CdSe x COD. 
In the final stage, data analysis will be applied to identify trends in interfacial matches. Spotting these 
patterns can help guide future screening and reveal useful rules for designing better material interfaces.  

 

Figure 3. Workflow of Lattice matching for heterostructure prediction  

 

Pushing the boundaries of organic-inorganic hybrid perovskites 
In our department, synthetic chemists managed to synthesize EAPbI3 (EA=CH3CH2NH3

+) nanocrystals, 
a result previously thought to be impossible due to the large size of EA. We adopted DFT simulations 
(through the VASP software[x]) and performed simulated annealing molecular dynamics to explore the 
structural and electronic properties of EAPbI₃[xi]. Eleven low-energy configurations with varying EA 
cation positions were found to have small energy differences, suggesting that multiple configurations 
coexist at room temperature (Fig. 4). This structural variability leads to significant band gap fluctuations 
(up to 0.44 eV), contributing to broadened excitonic features. The electronic structure remains 
consistent with typical lead halide perovskites, involving Pb–I antibonding orbitals in both valence and 
conduction bands. 
 
Heping experimental probes to locate dopants in complex nanocrystals 
In an ongoing project, we performed simulations on Zn-doped InAs quantum dots to locate the most 
favourable positions on dopants. The information obtained from simulations are combined with 
experimental results. In particular, we performed DFT simulations[i,ii] placing Zn in various locations 
on the quantum dot and seeking the most stable configurations, i.e. those in which the energy reaches 
a minimum.    
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